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EISH AND SEDIMENT PLAN
| | Sl
I. INTRODUCTION N ,

|

Syntex Agribusiness. Inc.,('Syntex') has entered into a
: )

Consent Agreement and Drder uith the United States' !

' Environmental Protection Agency ('EPA") ' This Consent

l
Agreement .and Order provides. among other things, that Syntex
shall develop and submit to EPA for approval a plan ("Fish and
Sediment Plam“) for the sampling and analysis of - ‘i

'2 3,7,8- tetrachlorodibenzo -p- dioxin ('dioxin" or ‘TCDD") in

fish, and TCDD in sediment in the Spring River at selected
locations downstream from Syntex' Verona, Missouri facility
(the‘ﬁFacility ). The Fish and Sediment Plan initially
provides for| the sampling and analysis of Spring River fish and

sediment for a flve (5) year period extending up to twelve (12)

- 1

miles downstream from the Facility.. Such period and/or_
distance.may be extended or shortened by mutual agreement or
based on the results obtained. ; The Fish and Sediment 'Plan

includes @ dlscussion of the sampling locatlons, analytical

i

implementation. . P "4 T > |-

II. SAMPLES| | B
A. i;’ ’Samples of fish uill initially be obtained

annually‘for a period of five years unless shortened by mutual

I

i

l

I

l
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:«ggsamples will be obtained by the Missouri Departnent of
;Conservation ('MDC") within the period August l to August 31

_fish samples will be as consistent as possible from year to

. which _may be found at Attachment D Approximate sampling

Fish and Sediment Plan

:(:)“.rg-‘~;r;" - Jfﬁ‘J ‘{j)
|

agreement of Syntex and EPA based on the results obtained " The

'and will consist of tuenty bottom feeding fish taken: from each |

of the locations described below The size and ueight of the

year. The weight and length of each fish will be recorded by
MDC in the sampling log ('Sampling Log ), using the format

locations are designated by am "o" on the Spring River map at
Attachment A. Additional information concerning these '
locations may be found at Attachment H It 1is intended that
the samples |be taken at the following sampling locatrons (or as
near thereto as access to the|river permits)

(1) 0.3 miles downstreJm from the Facilit

|
"Location 1"); '! C : |
3

‘.(2) 0 miles downstreap from the Facility
| -i"Location 2%); : | o "
‘:7(3) 0 miles downstreah from the'Facilityr' i
"Location 37); ? ' -
(4) .0 miles, downstream at road H near Hoberg

l"Location A"). e
i S . :
(5) 12.0 miles downstream near intersection with road V

("Location 5%).




. \ .
.
v
R -1




oy

o

year to‘year;

~and such meth

' from year‘to
.comparable sp
‘the locations
provide compa
xthen be promp

- Wildlife Cent

© -65201), using
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l

Sampling locations, in anygevent, shall be the same from'

" mpe wil)

~and for class

location. EP

gathered by M
from'year to

them into two

.

t
'

y

be responsible for obtaining fish by electroshock

ifying’ and labeling the fish samples at each
|
A will proyide Syntex,.along with the samples, a

|

‘brief .description of the methods used to gather and store them

ods shall be consistent, in material reSpects
year. Additionally, sufficient fish shall be
DC such that,-to the extent practicable,

ecies of fish may be analyzed from each location

year. MDC will rank the twenty Pish from each of

I

|
groups for each lpcation ("Groups") so as ‘to

F

er on lllO College'Avenue, Columbia, Maryland

may be found

Groups for ea

" analyzed as t
from one of t
- homogenized a

-be used uith

for the Group

at Attachment E.
ch location will then be weighed homogenized and
wo separate samples. The remaining fish.parts .
he tvo'Groups for each location will be ueighed,‘
nd analyred as‘one%sample;, That result will-then
the result from the corresponding fillet analysis

to compute by weighted average, a 'whole fish

;
|
|
|
!
.
|
|

according to Size, and will sequentially'div1de

Table Size representation. All fish samples will '

tly filleted without skin by 'MDC (at its Fish and

the "standard fillet procedure", a copy of uhich .

The fillets from each of the twoﬂ
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B |

t

body value and will then be frozen and stored by MDC prior to

their shipment by EPA to an-appropriate analytical laboratory-
designated by Syntex. , ) ' |

" An additional sample consisting of four to ten bottom

-feeders will be ‘taken for whole fish analysis at Location 1 to |

.-allow further interpretation of existing whole- body residue

data from the Spring River The data from these whole fish

: samples willinot constitute part of the statistical analysis.

described in section V. | . o o !

( i

The completed Sampling Log'will be supplied by MDC to EPA |
for transmittal to Syntex. Upo% receiving notification from -
EPA that the |samples are ready,| Syntex will confirm the

identity of the designated laboratory and EPA vill be‘

.'responsible for delivery of the‘samples to such laboratory for_

analysis It is currently anticipated that these samples will'
be analyzed at the Unlversity of Nebraska laboratory under the

' The

%
supervision of Dr. Michael Gross. at Syntex' expense. ,

procedure for/ sample preparation ‘and analysis of fish fillets

is set forth in Attachment B. Splits of all samples uill be

?

' prepared and maintained by'the laboratory and will be provided

by’ Syntex to EPA, upon request. ‘

B. Sediment. ﬂithin the period August 1l to Aupust 31
of each year'durino the‘five year initial period of sampling,
sediment samples’ will be obtained by EPA (or its designee) at

i
|

’ .
l;

(
!
1
t
i
i
!
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“Fish and Sediment Plan

-+4ill be at ieast 2 Rﬁ. The samples shall be stored in glass

. sample. VSurh Sampling Log will be sent by EPA or its designee

- III. ANALYTICAL PRDCEDURES :

'sensitivity of the analytical procedure uill be reported for
_ulll be approximately 5-15 parts per trillion ('ppt") A

" will be used in all fish analyses.

o
o
‘ - N I-::‘
B | |
Page ' 5 i
: |

. . ’ |
Locations 1, 3 and 5. The quantity of each sediment sample

containers with teflon or alumlnum foil lid liners.. EPA has

provided Syntex a brief description of the methods for sediment

collection, split preparation;and handling. a copy of which may -

be found>at Attachment F. Such methods shall be consistent in
material respects. ﬁrom year to year. The completed Sampling

Log vill be| prepared by EPA or its designee for each sediment

to Syntex. |Splits. of all sedﬂment samples will be prepared by

EPA or 1ts designee and provided to Syntex. Syntex will take

custody of the sample splits for analysis after they have been

}collected and labeled by EPA or its designee. Analysis of such

samples shall be performed by;Syntex or its designee.

1

|
A. Fish. Attachment q describes the procedure to be

used for isomer specific analysis of TCDD in fish fillets.' The -

each sample. It is anticipated that this sensitivity level
capillary column Gas. Chromatograph Mass Spectrometer ('GCMS“)

, B. Sediment The procedure for analysls of TCDD in-
soil and sediment is attached as ‘Attachment C. The sensitivity







'.of the analytlcal procedure illl-be reported for each sample.

It s anticipated that the se?sltlvlty level will be

IV, EXTENSION OF MONITDRING BEYOND FIVE YEARS - |

= governed-by the provisions of ! paragraph 42 of the Consent

"~ consist, initially, of two lndependent TCDD measurements ("Data”

d'one half the detectlon llmlt of the assay will be asslgned to
all samples whlch fall below the detectlon 11mlt. Any analysis
having a detectlon 1imit above 15 ppt ulll be repeated if

~ at the other| downstream locatlons. The Jonckheere test, a

|

|
4i

1

1

Fish and Sedlment Plan
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approxlmatelyalolparts per trllllon (& ppt"). A caplllary

N - . , ,
column GCMS will be‘used in all sediment analyses. |

Any extenslons of fish o% sediment sampling ulll be

Agreement and Drder.

R

V. STATISTICAL ANALYSIS . l | o i

o
A. Eish. The data t0|be statistlcally analyzed wlll

Polnts ) at|each of five locatlons at each of five tlme points
one year apart Each Data Pofnt will be the result of an
analysls of a8 homogenate of t%e flllets from four to ten flsh
If less than eight fish are obtalned from any location, a',

single homogenate ulll be prepared and analyzed A Malue of -

P

practicable, or removed from the statistical analysls‘of the

data..' : : ' o f

" The ten Data Polnts from Locatlon 1 (0 3 miles downstream)___
will be_statlstlcally evaluated separately from those collected

l -
' !
o







" Fish and Sediment Plan : | “‘.' o 1 _ 1‘ i

TCDD level over time.

transformat

dlstributio

will be analyzed by means of least squares linear regression

using theAmodel o ’ '( A - ?

i where Y(i)

and Bl arelaonstants, T is the year in uhich the measurement

'was taken, and e(i) is a random error term.

t-test will

0.05 to test oy

in‘order to
decreasing.

the transfor

est is used to detect a monotonic decrease in the

ion wiil be applied to the data to normalize the

n and stabilize the variance.

is the (i)th measu%ement of TCDD concentration, B0 -

5

Page 7 ?
_nonparametric test for ordered alternatives. wlll be used to
_itest:, | | { ‘
. Ho: T1=T2=T3=7T4-= %TS (;cpp level unchanged over
: i years) ‘
_ , versus |
Ha: T1.» T2 T3 ) T4 3 T5 where at least one. inequality B
. g - t - 1s strict. - g
This t

In addition. a 1ogarithmic

The resulting values
{.

In Y(i) 1n BO + (BL x T) + e({)

A one- tailed

be carried out atla’ significance level alpha, of -
i ,

I s S
Hoﬂ Bl 0 '
versus

Ha- Bl < O

determine whetherfthe slope of the fitted line {is

Graphs uill be drawn of the raw data versus time,_

med data versus time. and the residuals
! .

|
i

1

|

1
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.
|

(differences between the actual'data points and those predicted

by the:linear regression) versuF time. Selection of‘vhether to

"irely upon parametric or non-paremetric analyses will be based

on the method which has the highest level of significance.
The data from the remaining four downstream (3, 6 9 and
‘12 mi.) locations uill be analyzed similarly. - The Jonckheerev

test will be |applied to data from each location separately and

. - | .
the p values will be combined o51ng Fisher s method (Fisher, R.:

A., Statistical Methods for Research workers, Oliver ahd Boyd,
- 7 ; i

1958, pp. 99-101). Multiple lin%ar regression will be carried:

g

» b o L : :
out on the natural log transform of the forty data poihts using

the model - g»'

In Y(i) = ln BO + (Bl|x T) + (82 X X) + e(l)

. where Yi is the (i)th TCDD measurement 80, B1, and B2 are

!
constants, T |is ‘the year, X is the'distance-to the~location,'
. L _ . _ | o
and e(i) is a random error term} A confidence interval for Bl
. : . . ' | ‘ . .‘A.
will be constructed, since the goal in this case is to'show

'whether or not the TCDD levels are increa51ng. The significance"

level used will be alpha :0.10 in order- to decrease the:

probability of a Type II error.; The raw data, the transformed
t
data, and the residuals will be graphed versus time.

B. Sediment.,‘Thehdata to be- analyzed vill con51st of

v.of “three locations at each of five

Asampling times}y The ﬁul;

ple 1inear-regression technigue

1

|
|
[
|
1
|
|
1
l

4 —
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outlined for

z

c. s
| 1

lment Plan

‘ _ o ’

the fish samples will be applied to the |
- ; . o

transform of the sedlment sample values.

tatistical Methods!

. Jonckheere‘teSt

|
and’ Sons, 197} pp. 120- -123).

1

- R o o 1
| . o

' ' :

- -

|
(Ref Hollander, M. and wolfe, D..

Nongarametrlc Statistical Methods, John Nlley
: _

|

CHo:Tl = T2 = T3 = T4 = 15

l

Ha: Tl 2 T2 p) T3 D> T4 X TS where at least one
1nequality 1s strict. -

For each palr of sampling times, 1 and j,

calculate %
|
|

’ Y
o U(l J) = , \ , }Z{(X(u 1, X(v AD)D)

i =1
where u is the sample slze in year l and v 1s

~the sample slze in year J and

!l if a > b
§1/2 ifa=0>0
iDifa(b

Q(a b)

l

_ o |
u(d, J) is a c?unt of the ‘number of tlmes a_

'data point. from year . (1) is. larger than 8 data
1

polnt from year (). Slnce there are ten
|
possible palrs of sampllng tlmes, (flve yearsA

taken two at q tlme) there are ten velues of
UCL,8). Letd = |
. : T] i‘J !
Table A.8 in Hollander and Wolfe.
l
1
|
i

|

) = U(l J) and compare J to.
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"and n-2 degrees of freedom.

[

|
R .
l

5
Llnear regression

i

(Ref: . Aoraper. N.L., and Smlth H.,!Applied ;

Regression Analxsis, John Wlley and Sons.
P
1966, pp. 7-20)..

!

. Using the model:

|

l
!

1
Sl o
ln.Y(lé 10 BO + (BL +T) + e(l)
- o
| _ _ o
calculate the estimates of the slope

nX toﬂny - EVQ lny)

!

aft? - (£6)7

and intercept
. . st i . _ )
ln b(0) = 1lnly - b(1) x t

1

To test the hypothesls that the slope is '

;GEQBtive. calculate

,i .

o E;V It2 L (It)2/n

where:s _\/jiresldual sum of squares/(n 2)
|

and'compare t!to Student's t for alpha:O.DS'

'
¢

|

f

.

| .
I )
i i
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3.

| (ﬁ) 3*5**i _iﬁ:- _-'wml -. {:7

A l
Multiple linear regression

a{Ref Drapeg, N.R., 8nd Smith, H.. Applied
‘ 1
Regression An alxsis, John Wiley and Sons,

1966, pp. 65, 104-124).

Using'the model

ln‘?(i) =

P
i

calculate the estimates 1n bD bl and b2
using the matrix approach
= (xx)~t xvy o

v
to
.

A 90% confidence interval for the coefficient

Bl is calculated as follows:

CI = bl + t(n-p-1,0.95)VC(I) x s |
where C(11) is the diagorisl element;of the
matrix (X'X) corresponding to T p is the

number of independent variables and s is the4'

square - root of the residual sum of squares

"_divided by n‘p 1 degrees of freedom.

1

In B0 + (BL x T) + (B2 x X) + e(1)




=




¥ish and Sediment. Plan

Page 12 -

VI. REPORTS

"qeach.ﬁﬁgo 'c,nmsﬂpx‘,‘- th .

s
!
i
i

w:g;,-fuannual.;aports;contalnlng ‘the flnal Tesults: of the Spring |

- River fish f

promptly to

lllet and,sedlment analyses ulll be provlded_
EPA wlthln 15 days of thelr completlon and

"acceptance by Syntex, after verlflcatlon that the proper

procedures a

report will
computatlons
Administrato

, sampllng pro
o paragraph 47
report will

computations.

VII. SCHEDUL

E

nd calculations have been performed Such annual

1
lnclude the relevant graphs and statlstchl

A flnal report shall be supplled to the ReglonalA

r; Reglon VII, EPA at the end’ of the flvelyear
gram ln'accordanceiwlth the requirements of

of the 6onsent Agreement‘and Order. Such‘finalt
lnclude the’relevant.graphs and statlstlcal

o .
. I

‘ .

A. - Dr. Gross'(or such other laboratory as may be

[

frfish'flllet comp?sltesvand sediment samples
ithin 45:days‘of'recelpt of”the'samples from EPA.
nnual reports of analyses ulll be completed within
5 days of recelpt and acceptance by Syntex of all
nalytlcal data. %~ _ _

he final" flve-year report ulll be supplled'ulthln .
0. days of recelpt and acceptance by Syntex of all

|

nalytlcal data.

o

elected) will be réQUested to complete theVanalyses'
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and %Farurloof. L f

| “ﬁeseription of Fish Samoiing locations o

location 1- 0 3 lﬁIes at junction 0
o :bridge. 1100 feet uesg
,gg;mg'wﬂ . ﬂigmuny [ 4

f Spring River and 'Farm Rood'

of tntersection of State

) |

location 2 Three miles along 'Farm Road' approxinately 3500 feet

‘south of Spring River Chruch Atrphoto 4

'location 3. Sfx mfles along "Farm RLad' approximately two nﬂles g

south of Hoberg, Hissouri Afirphoto 6. - '

o Location 4. Nine miles at junction of Spring River and State
: H1ghway H bridge.

Location 5 - Twelve miles at

H!ghway V.

Airphoto 9.

junction of Sprinq River and State

Air photo 11

1

_ 1

e e e e R e e e e e

|
!
|

!
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- '~ Attacthment 8

|
Isomer Specific Analysis of !
2.3.7.a-Tetrachloerernzodloxln (7COD) %
L qn Fls%}Flllets,- o
. | ’ |
|

 SAMPLE PREPARATION

~
|

Packages of ten frozen flsh from each sampling polnt will
be placed ln 8 freezer 1mmedlately upon delivery : All fish

will remaln in the frozen statetuntll the time of anabysls._f

The flsh from each group of ten ulll be thawed and_flhleted.
The flllets will be cut 1nto~smmller pieces and homogenlzed;‘
All flllets will be used to. makL up the resoectlve :

homogenates. Two approxlmately equal portlons of the'EA

homogenlzed samples of each group wlll be collected ln(glass

'jars, covered ‘with aluminium foil—llned lids and labeled. One

of the jars will be frozen and preserved for any splltusamples
that EPA may request. In year-1, the flsh homogenate ln the
second jar will be dlvlded lnto%flve opproxlmately equal A
,portlons. Four of the portlons wlll be placed in slmllar
contalners. labeled and frozen for analysls in subsequent

| years.  The remalnlng portlon ulll be utlllzed for the current

analysis.

:

T | “M
| ?,
R

l

|
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| SAMPLE EXTRACTION PROCEDURE FOR TISSUE

;' - A 5-10 g sanpie?is accurately veiqhed and spikedivith a.

X : - ST ' ‘ A
known amount (2. 0-2'5 ng) of Ifc -TCDD. It is then

4 |
“aaponified in 15 a1l of ethanolfand 30 ul of 40% aqueohs KOH in

to.

a teflux apparatus until conpletely hydrolyzed. _%
The soJut1on is: tzansferz?d to a 250 nl separatory funnel
- and diluted Hlth 20 nl of ethanol and 40 nl of water and
extracted four time with nanogtade hexane. 'The first!

extraction is done w1th 25 ml ?f hexane. shaking viqo:ously for

- ' i

one minute. | The lower aqueousllayer is :removed to a clean

t
beaker, and the upper hexane layer decanted to a 125 ml

)

sepatatbry-funnel. The aqueouf layer is then exttacted three
1

times more u1th 15 ml port1ons\o£ hexane. ‘each time addxng the
, , ‘ &
hexane to the 125 ml. sepatatory funnel. The combxned hexane
. , -

extracts’are washed thh 10 ml‘of watet to temove excess base._

The‘ccmbined'heiane}exttacts are uashed 4 times g1h 10 ml
:concentracted H, so'.ior until hOth layers'atehclear. iAs |
'_many as 8 extracts may be necessary. dependlng on the sample.
~Again the hexane is washed with 10 ml of water. The hexane
layer is decanted to:a 2 ounce{jar and_concent:ated‘under a -

stream of dry nitrogen to approxinately 1 ml.

!
. . ) ) ‘ - ° ) - }
|
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- to reduce the proportron ot'benzene,

0o

.l;
! ",‘
m

%

s e f;-.i
| -
|

¢

LIQUID CHROHATOGRAPHY CLEAN-UP

i
| ,
ica Chromataograp!} { !

A 5 cm column is prepared using a disposable pipet plugged

iilthddlassAUool. !he silica is capved with 174 cm anhydrous

sodium sulfate and then wettedkvirh hexane. The sample.

dissolved in one ml of hexane.

'is transferred to the column.

. TCDD is- eluted thh 3 ml of 20? (v/v) benzene in hexahe. ‘All

the eluate is collected and concentrated to one ml. Addztional
hexane is added and the sampl% was agaln evaporated to one ml

[

i
h;um1na Chromatographx : l 1

" The alumina is prepared by saturating Hlth methylene

!

:'chlorlde. removzng ‘excess solvent. then actxvatinq atvl65°c for

i
24 hours A column is prepared in the same manner as.the

s111ca column above.7 The column is cooled to room temperarure

- t
in a dess1cator before use. é. _ . , _‘1 .
: Hexane is used to wet the’column before transferr1ng the
}
sanple. The alum1na is eluted‘thh 6 ml -of pesticide‘qrade

CCl then uzth 4 ml: of 10\ CH.C1 and tinally with G!ml

4’ 2 2

- of CH Cl The -ethylene chloride/hexane tracrion is

2 °2°
collected ‘and concentrated under nitroqen thle replacxng the

volatile’cazCl2 with;hexane. All-other fractions are

4
P

discarded.
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Acetone, OmniSolv. mcs | SR f
,Benzene. omnisSolv, HCB w} . |
2 ‘?ii:atbon tettachlotide o-nisuv. MCB A _ ‘} '
Ethyl alcohol, OnniSolv.-HCB |

Hexane, Omni
: Methylene:ch
Sulfuric acil
Water. di;ti
'Potaséium hy
_Sodium sulfa
Sodium carbo
Aluminum oxi
Silica gel,

Dry nitrogen

All OmniSolv

_ chromatograp

éolv. MCB. non U:V
a, concéﬂftated; analytical reagent, Mall
. . : 1 . ' .
droxzde.‘analytical grade..ua111ncktodt
nate (anpydrous).

de, neutfalr act1v1ty grade 1I,

5o;2oo mésh

hy and teéidue aha1ysis.'_" S L

f ' ‘ -~  | ,' p4' i'u

ST OF HATERIALS USED IN SAMPLE BXTRACTIONY

l

loride. Omn1501v.'HCB

nckrodt

lied in glass

te. (anhydtous). analytlcal qtade. Fisher

[OOSR S __".._,_,.____.._,;_.‘.___

analytlcal qtade. Fzshe:

!
woelm Pharma
\

reage?t grade Baket Chem1ca1 Co.

(b011 off from 11quld N, ) j'_ C L

2‘ .

T ‘ - : : | . :
‘line solvents are distilled in glass, suitable for

i
! .
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Acetone,

Benzene, Omn

omniSolv, MCB

ST OF MATERIALS USED IN SAMPLE EXTRACTION

t
i
I

1iSolv, NCB

;thyl alcohol. OnniSolv.gHCB

Hexane, Omni
- Methylene ch

Sulfuric aci

Water, disti
Potassium hy
- Sodium sulfa
Sodium carbo
Aluminum oxi
Silica gel,

Dry nitrogen

' All 0mniSoly

chrdmarograp

|
|
| S _ |
. -
%arbon tetrachloride mniSolv. MCB - - o
i
|
|

Solv, MCB, non U:V|.

1

loride, 0mn1501v. MCB - f

a. concentrated analytlcal reagent. Hallinckrodt

lled in glass | |
droxide. analyt1ca1 grade, Mallinckrodt i
te (anhydrous), analytlcal grade. Fisher !
nate (anhydrous). analyt1ca1 grade. Fisher

de, neutral. act1vity qrade 1. Woelm Pharma

§

reaqent qrade. Baker Chem1ca1 Co.
|

)
1
|
i

60-200 mesh,’
(boil-off from liquid Nz)-

|
line soIventS'areidistilied in qglass, su%table for

hy lnd residue'analysié.~> QL

3

|

|
1.
Ab

l

l

|
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' hexane at the

_resultiug'sol

(ultimate'res

" multiple peak

' temperature 1

'-,programmed at

" closed for 2

" A. Gas Chro

A Kratos

spectrometer

(0.25 mm X 30

B. Gas'Chro

- Typical

velocity of

hexane at a t

0.

i

: i
equ1pped wzth a SE 54, fused s111ca caplllary column

ﬁ).

|
|

operating‘conditio

|35 cm/sec, injecto

50°C,
S°/min to 280°C.
emperature of 57°C

minutes after iuje

3.7.8-1somer SEecific TCDD Anaizsie'pz’ ]
R | - _ Bt
"Qapillarz golumn_GC[HRMS_,

matographxzuass Spectrometer

us 80 ned1um resolutlon mass spectromete

mon1tor1ng (MPM) dev1ce v111 be used.

matogrephic Conditiohs”'

va{):

!
B

Appropriate dilutions of the samples will be -adefvith '
time - offanalysis lnd the mliquots from tﬁe

l
utions will be used for caplllary column ?C/HRMS.

|

I
|
r(
|

olutlon 20 000). eéu1pped w1th a 5 channelﬁ

T?e mass

is coupled to a Carlo-Erba Gas chromatogr?ph

|

|
18

|

I

|

Helium with a 1inear

r. 2SO°C. detector 27S°C. column

isothermal for 10 ninutes. and then‘_

Tbe sanple is injected in

- The split/sveep valves are

.tion. "‘-;--‘ _.




. Acetone, 0m41$olv. HCB
Benzene. OnniSOIV. HCB

ST OP TERIALS USED IN SAMPLE BXTRACTION

‘Eta:bon tettachloride. OlmiSolv ‘MCB

Sthyl alcoho
Hexane._Omn1
- Methylene ch
Sulfuti§ aci

'Ha;er.-distl

lled in glass

1, OpniSolv.-HCB
Solv, MCB, non U:V|

loride. OmnzSolv. MCB .

]
<y !
1 ) |
o
)

l

I

|
{

|
|
{
1
|
|
s

d. concenttated. analytical teagent. Halllnckéodt

Potassium hydrox1de.,ana1yticaﬁ grade, Mailinckrodt f' T

Sodium'suifa

te (dnhydrous); analytical grade;.Fishe:,V

|

Sodium carbonate (anhydrous), énalytical grade, Fishe#

~”A1uminum oxi

A Silica gel. 60-200 mésh.

Dry nitrogen

" All OmniSolv.

(boil-off ftom~1i&uid N,)

éhtomatogtaphy and ;epidue Analysis,'

de, neutral, activity grade I, Hoelm'Pharéa

reﬁge?t‘gtade; Baker Cheﬁicai Co.

~

|
1
0 . X l . .
line solvents are distilled in glass, suitable for
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' 250°C) at 7Soo<resolvinqxpower.9 Peak profiles are acquired at
- --an nmplified bandwidth of 30 KHz. The ions w/z 319. 0955. a/z.

'i 321.0935 and m/z 333. 9339 ( s-z .3.7, 8-TCDD) are monitored

"The instrument is tuned usinggm/z 330 9792 of PFK, and this ion

. is used as & check mass on ch

P < )
¢ sl . |
B . - .

. . . | i :
C. Mass Spectrometric Conditions and Multiple Ion §election
" : - " i

o Ihe RA3SE spectsometer is operated in the Elvmode (70eV,

13

}nnel 4. The output of!the mass
4spectrometer is recorded on a'A'pen strip chart recoﬂder

(Linear Hodel-SSS). I M

'

i
D. Calculation of gesults‘ y

(

Quantification is achieved usinq the internal standard

ratio_method. Throughout the experiment. standardlsamples

bontaining'z 3,7. 8-TCDD and 13c-2:3 7.8-TCDD are.ana1§zed.
(

'The slopes of the caIibration plots are computed as the

\
averages of the ratios of (1334/nq)l(l /nq) (I is the

normalized intensity’ for the designated mass). 'i~" 2
Residue levels of TCDD in actual samples are calculated by
comparing the ratios of intensities of 1322/1334 obtained

for a qiven sample with the sloPe ot the calibration plot. Thei
| .

detection limit is considered to be the respective value .

'obtained for |an intensity ot 2.5 x noise level measured at the

base line.

|
o
A
B
|
i




:yalidation '

is considere

t

The internal stnndard (13C42'3 7 8-TCDD) is ntiﬂ {zed in

the.celculation~ot percent recoveries. and in doing so the

334 ; !

abolute intensxty (Ix _ nornalized) 1s neasured and compared

Resnlts
validated by
and m/z 321.

theoretical

0.77 ¢ 0.10.] .

The ret

|

Agsdth the intensities (I /ng) obtained by 1n5ectinq ttandard

'fisolntions ot

the internal stnnhard. o o

i
i o o B %
f , [ . ' 1

whxch ind1cate the presence of TCDD uilljbe
comparrng the siqLal intens1t1es of m/2 319 8965

8936 (the two most abundant ions ‘of TCDD)* _The

d acceptable if the observed ratio of signals'is
I
L . : 1

. . RS
. '
. . . . '
'
. : ) . B '
! “ \

entron trmes of tne isomers are measured from the
i

po1nt of 1nJ

of the inter

ectxon and normalized to the pos1t1on of rhe s1gna1

na1 standard 13c-2.3.7.a-rcnn. ‘

)

ratio of m/z 320/322 is 0. 77._ Va11dationlo£ TCDD
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... SCOPE_AND APPLYCATION

- to determine isonct cpccificxty for

1
‘§m-mAnY N 3 ‘ \ o !

o

4

|

|

o | - }

 BYNTEX RBSEARﬂw mon NO. 10,317A i

| T

DETERLJNA’I‘ION OF 2,3. 7.8, ‘I‘ETRACHLORODIBL\’ZO—P—DIOY.D:I
(2,3,7, 8-T"Dl)) [N SOIL, SEDIMENT AND SLUDGE

- BY CAPILLARY GAS GIRO‘LATOGRAPHY LOW RESOLUTION MASS SPECIRONLTRY
SELLCI'ED 10‘1 HONITORIMS (C-GC-LRI».S-SIM)

t
|
s in the "'
Thxs -cthod is iatcndcd for use in the ‘determination oflz 3,7,8-TCDD
in soil, sediment and sludge. 'l'hc specificity of the method for the
2,3,7,8-TCDD x\sonct is dcpcndcnt np&n the capillary column nsed} rather than
the mass spectrometer, ‘An isomer tcst mixture must therefore be injected
%nny column nccd o -
|

Thc lxncat range of the unulysis depends npon three variablcs. thé

"amount of sam'plc cxtractcd. the nnount of intexrnal standard nddcd and tbhe

amount of interference from background contamination in the nt‘nplc matrix.

For a 200 g s!ample with'a 10 ng internal standard spike the expected range|

‘$s from O, OOStppb to 2.5 ppb. For ju 20 g sample with 10 ng or 100 ng of
internal standatd the expected tangc is from 0,03 ppdb to 25 yp\? or 0.3 ppd
to 250 ppbd tcspcclxvely. . For a § g sample with 100 ng of internal standagd|’

~ the expected range is 1, 0 PPt to 1000 ppb. In eddition detect‘ion limits

‘below 0.1 ppd ]can be achieved only 'wbcn the amount of intcrfcrencc from
backgro-md contamxnatxon in the nmplc is minimal, ;
The method is tccomncndcd for n!se only by the cxpcrienccd analyst,
by tcchn:cxans}vell briefed and nnder the supervision of an anllyst truned
in the b..ndlmw of TCDD. ' Because of' the reported toxicity of 2,3,7,8-TCDD

‘precautions must be taken to prcvent exposure to pctsonncl bm materials

knmm or: bclxe'ved to contain 2, 3,7, 8 +TCDD.

|

!
A nomxmnl sample aligqnote. of 20 g is uscd for ptepazut;on and

‘snalysis. The wet sample is vexghc‘d. combined with sodium sulfate and

dried. It is fpzked with 10 ng or 1100 ng of 13C12 -2,3,7,8- TCDD internal
stsndurd, depending on tﬂc lnnlyncal lincar zange recquired, tHeo soxhlet
extracted nsxng dichloromethane. The extract is concentrated lnd filtered

| . through nctxvntlcd silica using 10/90 |dichloror>tkane/bexane. Th{c filtrate
- 48 then cxchangcd into hexane tor chronatog:aohy cleanup with twvo columns

containing nodxf:cd silics end basic alunuu. The final isolated sample is
brought to a final volume of 50 gl or 200 pl corresponding to the intcrnul
standard spikej of 10 ng or 100 ng rcspectivcly. The cnnplcs are then
quantitated for 2,3,7,8-TCDD by Capxllary-Gas Ciromatography-Low Rcsolution 3
lhss Qpcctromcty-Sclcctcd JTon llon:toring (C-GC--LRMS-SIY).
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|

soxhlet extraetota -|40 an ID. v.lu: paper t‘banbles. 35 = 90 am, snd
250 =1 boiling fla:ks. Soxhlet Extractors — 65 mm ID, with paper

thimbles, |60 x 180 am. and 1000 nl boiling flasks.

2. Chromatography columns — 0.8 cm ID. x 20 c= and 1.5 ¢» ID. x 30 ca
squipped with coarse glass frits and stopcocks. :
8. . Secparatory funnels — 250 ml. |
. 4. _ Round bottom flasks - 250 ml. . ' L
=%, :Fritted 311:: filters - coarse, 60 m»1, 30 ml. (l
6. Volumetric flasks — 1 ml, 10 ml, |25 ml," 100 ml, i
7. Volumetric| pipettes — 1 =1, 5§ mi. i
8. Microliter pipettes — SO lambda, 100 lanbda. 200 lambda,
9. Disposable transfer pxpettes - Pnteut type with bnlbs.
10. Glass vialls — 20 ml (silanized).| : , f
.11, Come shaped vials ~ 1 ml (silani red). _ : |
. 12, Alunduom boiling stones = Soxhlet extracted usia; tolnene. vacuum
dried at JJSO°C for 20 bhours. _ o _ I
13. Rotary vacPum evaporator. . S .'.' ' : |
14. Ultrasonic water bath. ‘ P
15. Top loadxn’g electronic b2lance cnpable of accurately vexghul:g 20 g to
: the pearest 0.01 8- . '
16. Capillary| Gas Chromatograph eonpled to a Low Resolntion Mass
' Spectrometer equipped for spl:tless injection. 0IOP 5790AV5970A or
‘equivalent. Direct interfacc rememended
17. Reconmendcd capillary column = 25 m x 0.20 mm, fused sxlz‘ca, 0.33 p
' film crosslmked 3% phcayl aethyll sthe. available through HP.
NOTES: A, All glassware is mxtxa}lly cleaned with agueous Jdetetgent
then rinsed with water, methanol, dachloronethane and
.hlexane Thereafter. between samples, glassware!is rinsed
with the series of solvents.’ ) ; ‘
B. Sxiantzed glassvarc i pfepated by 2 S‘nannte treatnent with
; 55 dachluro’dxmethyjszmc in toluene at xoonm tempetature.
" followed by a8 rinse vath methanol. ’ .
REAGENTS !
1, Hexane - Pestiexde quality dxst:lled in glass or equxvalentt
2. Toluene — |Pesticide quality dxstzlled in glass or equ;valent.
3. . Dachloromethane - Pesticide qulity distilled in glass or eqnxvalent.
- NOTE: The d:chloromethane and toluene may need to be tedutxlled in
B the laborhory using a gless dutillation colun.
4. Metheanol = A.R. : v A ! e ,
S.  Acetone —|A.R, , ) ' ! :
6. ° - V¥ater — Dcionized, purihed through activated cu'bon. and’ one lltet- :
batches extracted thrce times vith 400 -1 heune ptio: to use.
7. H,80, - cc'mcentrated AR. :
8. - Na0N - A.R, o
9.  AgNO; - Alk - | . .
10. p-Tetradecone -Applied Science Surpliet’. or eguivalent. ' o
11. Na, 504 4 snbkydrous, ;ranniat. Soxhlet extracted using

dachloroncthane/hexane 40/60 ( /v)  vasuum dried st 150°C for 20
‘hours. ' ' : '
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15.

'REAGENTS (Con’t.) - ! . I \

12.

13,

~1‘ .'_. ] V

16.

'ml of water. The, ;aqueous Agh is extracted three times with 30 m1
" hexane then conbxned with 98

17.

' E. 5.0 ng/ml - Prepared by 2 1.0 m1 to 10.0 nl dilntion ?I solution

Note:

18,

€. 100 ngl.nl - Prepasred by a 1.0 ml to XOO ml dilntion of eolution

Notep
"abundence for !ons 320 and 322 less then 1% of ions 332 end 334

'rcspcct ively.

,_Alunine - B, ﬂerek Basic (10[230 l(c:h) or oqnlveleat. Soxhlet
extracted using iiehloronethnelbexnne 40/60 (Y/v), rinsed with
toluene| followed by heune, 'lncunn dried and activated et 150°C for

' '33% Aqueous 1 M NaOO modified Silics, 100 g — 100 m1 of 1 M NaOH is

.B. 5.0 ;':g/ml -~ Prepesred by ail .0 nl to 10. 0 ml dilution of solutxon

» c.

. (d);

+
f
|
|
|

e e

20 hours.
The lctiveted alnnine should be protected from moisture in storage.

‘$ilica rsuiea Gel 60 70/230|-esh. E. Nezck or eqnivelut. Soxhlet|
‘extracted using diehloronethenelhexnne 40/60 (Y/v), rinred with
-Jexane, wacuum drud and actlnted at 150°C for 20 houn.’ _
‘44% H,S0, modified Silica, 100 g — 24 ml of concentnted H,S0, is

2°74
conbxne'd with 560 g of netiv’eted silica gel. The -ixtnre ls shaken

in s closed container until it is homogeneous and Irec-flovu:g.

extracted three tines with SO‘nl hexane. 32 ml of the extrected 1M
NaOll is combined vith 67.0 g of activated silica gel. Thé mixture is
shaken 1n s closed container until it is honogeneone and free-
flowing. - l

10% A3N03 nodzfxed silica,- 100 g - 10, 0 g of Agh03 is dirsolved in 25

0 g of ectivated silica gel.  The
mixture | is shaken 'in & closedicontexner ontil it is hondgeneous and
free-flowing. After ellowing!the mixture to stand for 2 |hours it is
vacuum hr:ed and activated at 150°C for 20 hours. The 10$_A3N03
nodxfzed silica should be protected from light, - '
2,3,7,8-TCDD Stock Standard Solutions S
A. 50 pg/ml solntxon in isooetane which can be pnrchased from

eomnercul sources (Cambrxdge Isotope Leborntorzes‘. Inc.), 141

llagnzxne St., Cnnbrxdge Ms. 02139,

A into tolucne.

m]l dilution of solntxon
B into tolnenel |

#
D. 50 nlg/ml - Prepared by 2 1‘0 nl to 10. 0 ml dxlntxon of| solutxon C

. into| toluenec.

D mto tolnene. .
The 500 ng/ml stnndard nust be verifxed by enelysis egainst ‘a2
certified 2,3,7,8 “TCDD standard. A certified 2,3,7,8-TCDD check
solution|is available from EPA ((Environmental Monitoring Systems Labs

- Las Ve;n) et a concentretion} of 7 87 p;lnl dn. hooctene.

13c 3, 3,7,8-TCDD Stock iking Solutions L
A, g% p;lnl solution in isooctene which can be putclnsed from:
eonnerenl souvrces (Cnnbridge Isotope Laboratories).

‘B.. 1.0 pg/ul = Prepared by a 1.0 =1 to 50.0 ml dilution ef solutxon A

A intlo 10/90 toluenelneetong.

B into 10/90 tolucne/eceton;e.

Tke 1.0 pglml solution must be denonstreted ‘to contain e relative

i

|
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: !EAGB!TS (Con t.)

SoE T - v . T . |

- SAMPLE pnnmmnou | - !
_gxtraetien of Soil, §edilﬁent or Sludge . o i

_‘lnd fresh dichloromethane is refluxed through the system at e reeyele rate
of 20 ml per nhnnte for 2 hour. The|thimbles are removed and vﬂcnun dried,

“sodiuvm’ snlfatk in 8 beaker and alloved to air dry in a fune;hood The

"The dried semple is broken up end remixed then transferred to a

" tetradecane is added and;the sample is evaporated to dryness. It is then

.10/%0 dxchlorokethene/hexnne. | o !

~ Column Chromatograghx C]ean-ng ‘ N

19, _Column ferfor-enee Solntion '
' ’-i toluene tolntion«eonteinieg spproximately 100 ng/mi} eeeh of seven

a reflux rate of 20 nl/nin. for 6 hours using 130 ml of dzchloronethene.

©
o

I DD ieonere (2378, 1478, 1234 1237. 1238, 1278, end 1267) and
cn-z 3 7. B-TCDD . i N ' | ,
_ RN . I
The eeven teoner -mixture - is eveileble from BPA (Envlrennentel
ﬂonxtor:ng SystensJLebs - Las Ve;es). : oo »I

1

|

Prxor to, cach extrletion. thxnbles are pleeed into thexrfextreetors

‘and the extractors are rxnsed with hexane. : . , o

! .
A representativev26‘g portion-Lf sample is weighed, nixed with 30 g
sample is perlfdxenlly remixed durxng the first one or two hours of drying

to prevent the fornetxon of clumps.] Drying is then continued overnxght.

prcextractcd paper thimble. The sﬁmple is spiked with 100 ng of 1 °12'
2,3,7,8-TCDD (100 pl of the 1.0 ug/ml spiking solution) and covered with a
Jayer of sodium sulfate.i It is plnc%d into the extractor and extracted at

One drop of ﬁ-Tetredeeene is sdded to the extract. end the'sample is
evnporated to dryness nsxng a rotary  vacuum evnporator. !

|
The.semple extraet is redlseolved in SO nl'of 10/90
dxchloromethan%/hexgnc nnd filtercd through 4 g of activated silica in a 30
m] scintered glass Buchner funnel. The flask is then rinsed téaee with 15
ml of 10/90 dxehloremeﬁhnne/hexnne through the filter. One!drop of n-

redissolved in|S ml of hexane for column chromatography. If the residue is
not soloble in S ml of hexane the fﬂltration procecdure is repented vsing

1

- Note: The sample size and quantity of 13612-2 3;7.8 -TCDD epike dre edjnsted -

to fit the expected renge of the enelysis.-

z
° Two columns are ‘prepared. Column A (1.5 x 30 cm) contains from

botton to lOpL 1.5 ¢ ectived 10% silvet nitrate on ‘silica igel, 1.0 g/
actived silaen gel, 2.0/ g 33% 1M eodiun bydroxide on silica gel, 1.0 g

activated silica gel, 5.0 ¢ 44% eoneentrnted suvlfuric acid on elliee -gel,
2.0 ¢ activated silica gel, and 3 0{; sodium su)fate. Column B (0.8 x 20
e¢m) contains from bottom to top 3 0 g of aetiveted basic. elunine. end 2.0 4

sodium eulfeteL ‘ . ; . I .
] ! N

Both columns are vettcd with hexane and Column A is posldloned above

column B such that all efflnent from |Column A passes throuph Coﬂumn B. The
sanple in S m] hexane is applied and the flask rinsed tvace with 5§ ml
hexane onto Column A. The hexene_is ellowed to elute to theltop of the

,./ ‘ - ‘ . B . ‘ |



. b . - - . . !

O - | . S
sodium sulfate between rinses. Colnnn Als then eluted vitﬂ 50 m1 of
hexane and is|discarded. The herane is eluted to the top of t‘he sodium

.. .sulfate in Colnnn B and Column B is. elnted with 10 m1 of 15/85‘6;: loro-
‘methane/bexane followed with 15 =l of 30/70 dich!oronethanelhcxanc. ‘The

later 15 =1l fraction is collected in s silanized vial containing 's pl of n-
tetradecane and is evaporated to dryn%ss vsing a filtered pitrogen stream.
The sample is redissolved in a mipimum of toluene and transfered
qnantatntively to a1l ml nlylized cone shaped vial then evaporated to
Iinal volnne of about 200 ul for quan?itntlon by C-GC-LRMS-SIM. |
"1 Note: 1he proper amount of 15% (V/v) dichlorouethane in hexaLe and. 30%
- (YYv) dxchloronethane in hexane is highly dependent upon the lctivxty of
the alumina, Bxperience has shovn!thlt for each batch of alumina, the
volumes of 155 and 30% (v/v) dichloromethane in hexane shoJld be re-
determined. A test column chromatography run is performed using an aliquot
2,3,7,8-TCDD ‘standard in hexsne. By éollectzng 4.0 m)] fractions of the 15%
solution the nnhlyst must. first determine what volume of 15% solution can
be eluted before any 2,3, 7 8-TCDD canlbe detectcd in the fraction's by C-EC-

GC. Then by eluting with:the 30% solntxon the analyst must determxne what

. volume of 30% solution nnst be eluted to recover at least 955 of the added
. 2,3,7,8-TCDD. -

_ ‘ | o |
QUANTITATION BY| C-CG-LRMS-SIM = : -
C—-GC-MS-— SIH Analxsis Condition

|
>

Analyses are pcrformed nsxng an HP $790A Capxllary Gas Chromatograph

coupled to an HP 5970A Low Resolutxon Nass Spcctronetet using g direct

interface. o
r

. Ions m/z| 321.9, 319 9 resulting from native 2, 3 7. S—TCDD and mlz
334.0, 332.0 resplting from the __13012C 2,3,7,8-TCDD internal stnndard are
monitored under the followxng condxtxons‘ !

(
i
i

Column: . . - 25 m x O. 20 em, 0.33 p film crosslxnked 55 phenyl methyl

o Qzlxcone. fnscd silicajcapillary column, BP snpplzer.
Carrier: Be, 20 psi.head pressure S ‘
Injector: ' 2§0°C. splitless O. 80 mxn. delay ' A o
Inj. Vol.: 1 6 ul ‘ . oo

Col. Temp.: 130°C initially for 2 minutes C i
' ‘ Programed 20°C/nxn. to/ 2200C - - o i
‘Progrnned 8°C/min. to 280°C ' . o
Progrnmed 20°C/mis. to{300°c . ;
.Told at 300°C tor 17 ainutes li ) S g

Mass Detector: Standard. autotnne conditions. 0. 2 AMU vindow o
- " Dwell Times 60 msec each ion, - . ,
2,3,7,8-TCDD | ‘ l : S ’
_ Retention o o r I o ,
Time: = 12.2 misutes o
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Veri!icatio of 2,3, 7 B-TCDD Stoﬁk Stondoxd Solotions._

|
|

l

B

|
|
.

l

A 1.0 =l to 10 0 ml} dilotlon of the 7.87 p;lnl 2 3,1, 8-TCDD check

solution is made into‘toluenc. This resnlts in a 787 n;lnl solution.

.Four wials are thenlprepnred ln silanized 1 »1 cone thopod vials.
Into each

.......

vial Sl of n—tettldoclne and 100 ul of the 1.0 pg/nl

2-2.3.1.|8 -TCDD spxk‘.in; solntion are added. Isto two shit 2001
"of the SOOingInl 2,3, 7 8-TCDD stock standard solution is -dded Into .

the remaining two vills 100 pul of the 787 ng/ml 2,3,17, B-TCDD check
"solution  is| added. Each vial is hvnporated to dryness using| filtered
nitrogen then tedzssolved with ﬂOO ul of toluene. All four samples

(334 +

~ are nnalyze! using the cbove condxtlons nnd results aze cnlcnlnted 83
- follows: ' {
S . | |
-C ¢ ' (AssllAssxsl) + (A Z,Assisz) :
= C.q¢ X . -
el e -(;Acth/Achkisl.) + (,Achk2/Achkis2) o
C‘s = Concentration of.2.3 7 S-TCDD in stock stundatd solutxonl(ng/ml)
Copx = Concentration of 2,3,7,8 TCDD in check solution (np/ml).
ss1 = _SIM response.for' '2,3,7,8 TCD% in stock standatd vxal 1 m/z (322 +
: i 320). : l
Assisl = SIM responsc for 13C12 2,3,17, 8-TCDD in stock stlndnrd vial l
|  m/z (334 + 332). J |
Assz = SIM reEponse for 2 3,7.8-TCDD in stock st:ndard vial 2 m/z (322 +
) 320). ’
Assisz = SIl response for. 13C12—2 3, 7J8-TCDD in stock stundnrd vxal 2 m/z
(334 + 332). |
Acypy3 = SIM response for 2,3,1, B-TCDD 1n check solution vxal 1 nlz (322 +
: . 320). !
A gi:.q = SIM response for 3C -2 3, 718 ~TCDD in check solut:on vxal 1 n/z
chkisl ; 12 |
' (334 +(332), : | l .
A pio = SIM response for 2,3, 7 B-TCDQ in check solutxon vxnl 2 m/z (322 +
' : 320).- : ‘ I {
A q1.: o = SIM response for 130 =2, 3 7f -TCDD‘xn_oheck solution vial 2 w/z.
chkis2 332) 12 K A i .

+
I
- -

|
!

fiﬂe five stock stnndard concenttatxons are ndjusted nsing tho ve:if!ed
_concentratx ’

B...'Preontation

on deternined abovc. . N o _

0

of Cnlibration Standatds

1

P

[

Twenty calxbtntion standardc are prcparod to cover the ontlre range of
‘analyses.

" . silaniyz d'l
ng of 1

igxkxn
G

~solution

as listed in the following table.

Y’

127
g sol

2-2,3,7,

A S pl aliquot of n-tetradecane is sdded to onch of 20
m]l cone shnppd vials.| Ten-of the vials are spxked with 10
-2,3,7,8-TCDD by the addition of 100 ul of the 100 np/ml
ution. The remaining ten vials are spiked with 100 ng of
6-TCDD by the addition of 100 pl of the 1.0 pglnl spiking
Various gunntxtles ot natlve 2,3,1, 8 TCDD are vhen added

|
j
|
t
}




SRR o o .
- -3¢ TooD | yOOD 2  Stock Standard TCDD| Soln.’ 2
_Btd. . Amount (ng) . _Amount {ng) Yol. one l )
e ’ : . i .
0.1 " 10 @ 0.5 . 300 ~=sLo
10.2 .10 | 1.0 200 5.0
0.3 10 - 2.0 400 5.0
20.4 ] 10 . 5.0 100 . so0.o
- 10.5 10 10.0 200 . so0.0
. ‘ _.10.6 20 : 20.0 400 ~ so0l0-
& B Moy 7110 i s0.0)" 100 “$00.0
S 30,8 1 10 7 100.0 - 200 $00.0
10.9 10 200.0 400 - 500.0
10,10 . 110 $00.0 100 5000
~100.1 . 100 5.0} . 100- $0.0
100.2 - . (100 ; 10.0 " 200 . solo
100.3 100 20.0 400 $0.0
100.4 100 - . . 50.0 100 -500.0
.100.5° - {100 - :100.0 200 500.0
-100.6 100 200.0; - . - 400- . 500.0
100.7 100 ' 500.0 . 100 5000
100.8 - 1100 . 1000 . . 200 - . 5000
100.9 - . 100 2000 . - 400 - * 5000
100,10 100 . so00, 100 50,000
Each vial is mixed by sonication and is evaporated to dryJess vsing
filtered nitrogen. The samples . nust be dried to remove lcetone. The
series 10 samples are redissolved in 50 pl of toluene and the 100

series samples in 200 pl toluenel ,
{
o 1 It is esscnt:al that the same 13C12-TCDD spxkxng solut:ons nke vsed in -
: ' the prepatalion of calxbrataon standnrds and the spiking of %amples.
i
2  The. vcrxfxed conant:ation of the stock standltd 2, ; 7.8-TCDD
solutions must be nsed to calculete the amount of native TCDD actually
in each vzkl 1
-
C. - Instrument Calibration E
A mininum of four calibration stnndards in the expecteJ range of
analysis ere analyzed each day. Standards containing 105ng of the
13¢ 12-2 3'7 8-TCDD spi e are vsed only for the analysis of sanmples
spiked v:th 10 ng of -2,3,7,8-TCDD. and similarly standnrds con-
taining 100 ng of the 13C1 -2, 3'7 8-TCDD spiSc are used only for the
analysis ?f samples’ spxked vith 100 ng of Cy45-2,3.7, 8-TCDD. In-
jections f‘ 1.6 ul are perforned and peak areas responscs or peak
" beights are tabulated for ions 334 332, 322, and 320. The ratio of
SIM respons* m/z (322 + 320)/#334 +332) is cnlculuted for each
standard and a calibration curve is determiaed by linmear regression.

Rt
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. For X = Rntio of SIN respon:o a/z (322 + 320)/(334 + 332)4
Y= ng of Nntivo 2,3,7, 8-TCDD i

a= anber of dntn points

Y = a + b(X)

Correlation Coefficient .

Standard Error of Estimate |

% Relative Diffesence (Y)’ "

% Rel. Diff.(Y) = - X 100

{

,,me X RIE N
'aZx 2.3 x,2

2N "2‘1['

* N T

where ['

i

nQ. XY - (ini(zri)
R A AL DR e

[Y; - (a #+ b (X2

n-2 o “ B !

20Y,~(a + b(xx))]

s

" The correlation coeffxeient is determincd tor ench calibration. To

ensure the| straightness of the line thec correlation cocfficient must

be greater than O, 990 In eddiflon the percent relative difference

- between Y

The % rel. diff. (Y) must be within +1L% for each point 'to ensure
precision over the working range|of analysis, If these conditions are

oot met a xecnlibration must be performed by additional 1njeetions ‘and

if necessary using fresh calibration standards. . A sanmple cnlibration

curve ‘is §

|

!

|

8 - (
. ‘.

|

(regression) and Y (ectnnl) i< calculated for enach point.:

llustrated in Figure I. Figure II ls an enlnr;enent of thee
samc curve| at the lov ‘end of nnnlysis. ' : ,
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A "rg PEPORTING
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. . . K ) . . ;

‘Results are teported 4n wnits of (nglg) or parts per billlon {ppd).

‘Three si;nlucu?t figures are reported for values above 10.0 ppb and two
significant figures fr vnlnes ‘below. 10|ppd. Yo addition the data |package

must lnclude the tollowing

1.
2.

..
-s' .
‘. :

. 1.l

8.
90'

10,

11,

(12,
13.

14.

. The percent t‘ecovery of natxve TCDD

_ standards uvsed.:

|
|
- 'Ssmple log nunber and uentlﬂcatioin number. '

The weight of’ tho ori;inl wet smple aliquot.
_.Tho calculated value for mative 2.3‘ 7.8-TCDD,

"Xfno 2,83, 7.8' =TCDD was detected. ND is teportcd with the ealcnhted :

detcction limit in pnrentheses. s : !
Analytical dalte. j ‘ ' S T }
The response ratios of 320/322 and 332/334. ‘
The results of method blnnks. '
The results of dnpl:u:ate analyses. S : i

fton :anples spiked near de‘tection

limits. A !
Daily calibration teport _ } I

The mass chromatograms for all snnples and’ standards inclnding‘the raw
pesk response data for ions 320, 322, 332, and 334. : f

The mass cbromatograms for the determxnatxon of isomer: specifxcity.
The mass chromatogtams for qualxtllive verifications of identxty
including dnta for -ions . 194. 196, 257 259, 320, 322 and 324,

Documentation on’ the source of the nutnve and labeled 2,3, 7]8-TCDD,

[
|
[
i
}
!
|
t

|
t

‘Date:

“Prafted "/@6‘/ o Approved _ . -_f'
by: 2; ' by:.
?

$/10317arm. 012

/7&/

/- C)'Q‘// ' - Dlzte'j""h -

14
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neD:

“NO.

BNV AWM

'hg_Natlve TCDD

128 o
118 o

'STpNnAnD rnnoq oF E'T'FATt =
or DETERMINAT
conrr1c1:w7 = .

. 3
ve

14.~o=¢

CO;FTXCIEH*
CDRRELATIDH

LINEAR RCCRESSION o e }

= Rat!o'o(§SlH Response mlz (3220320)1(334J332)
=/ ng Nativic TCDD |

Y

.728
1.456

. 3.64

7.28
14.5¢.
6.4

"72.8
145.¢

(x>'+ -

Y(Reg) % Rel Diff (Y

———————— S -
. .67639 7.34%977
.. 1.427¢88 1.94902
3.48064 q4.4/7589%
_ '?.31483 -.877275
' 14.960% -2.701316
. 36.8334 ~1.18351
71.851 1.3121
145.919 ~.219128
- . . S
:171;4" !
. 479726 'f_
IOM = .999924 :

999962 . g

158
148
138

|

188 —

80 —

78 -

58 —
48

38 o

-

<8 -

18 -

8 —

~ Ra

T , T
8 1 2 :
tio of SIH

1
-3

0

B
[

] A
9 10

3322)

L ."' R ;
Hﬁ 7 8
i se n/' (3 328)/'3“%
FICURE 1 j
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ample_; sis

A,
‘ﬁéte o x = Ratio ot SINM tetponse n/z (322 + 320)/(334 +(332) for thc

Resnlt (ppb) = a + b (x;) S ‘ A~ 

. i ) ) . - l
& and b are determined by tegrcsslon‘anqu;is of the calibration standards.

B.

Yhere

~detection limit s cnlculatcd'bnsed ‘on 8 signal to noise

' chs = (Bexght of cllxb. std. 332 + 334) X plotter scale

If an. lnterfcring s!gnll is preﬁehtvlf 320 or 322 fﬁe fon not

‘interferences which are more than 2,5 times the poise level, the

- both 320 and 322 vithout multxyl:calxon by 2.5, :|

i

]

i

1
e

{
l

Sa-ples are analyzed using the conditions abovc. ‘!'he S!ll nren‘

--"tespon:e for ions 334, 332, 322, and 329 are tabulated nnd the rat io
- of SIM response m/z (322 + 320)/(334 + 332) is calcnllted. Results

sre dete'nuned as tollon. ‘ '.

~4_,h|-ple. \
Y - ‘bight of tnnple (vct) (;) _
. .. l

‘
!

i : o | )
In cases vhere no natlve 2 3.7, 8 ~TCDD is detected.ltbe actual

ratio of 2.5
to 1 for‘both lons '320 and 322‘ The detection limit is calculated by

_comparison of peak heights nsing calibration standard 10. 2 for samples
spiked with 10 ng 13c12-2 3,7/8-TCDD and calibration standard 100.2

for samples spiked with 100 ng of 13¢ 2 -2,3,7,8-TCDD. The noise leveﬂ

" is measured for ions 320 and 322 in the sample. The peak| heights fof

ions 332 and 334 are also meaéured in the sample. The peak he;ghtJ
fcr 320, 322, 332, and 334 n:e then measuted in the callbratxo&
standard. The lxnzt is then calculated as follows'

, : .1'
: . ."‘i ' o !

}

Det. Limit =

A = Amount. of native TCDD in calibrntxon std. (ng)
¥ = léxght of sample (wet) (g) ’

) = (nexght of sample noxse\320 + 322) X plotter scale i
BCS - (Bexsht of calib. std. ﬂzo + 322) X plotter scale_l
Hpe = (Keight of sample 332 + 334) X plotter scale .

Note: Ions 320'and‘322 are P19it¢d on sase scale. o
"~~~ Xons 332 and 334 are plotted on sine scale.

intefercd with is msed to cllculate a detection limit (uslng responses

320 and| 332 or 322 and SSf) If both .ions are subject to

detection limit is calculated uslng the sanned xnterference levelt of

11

T
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QUALTTY CONTROL
. l
1. i‘laton‘tory 'method bhnt' -uet be run vlth sach set of /24 or fewer

ee-plesl The method blank le prepared as a sample without the
1ntrodnetlon of soil, sedinent _or sludge., It is epikbd prior to
extraction with the 10 ng epikin; eolntion.

‘Petfornenee evaloation samples, eveilable through the EPA, must be
enllyzed petiodieelly. If the performance criteria ere not met

‘h~approprl-te corrective sction must be teken and demonstrated before

sample analysis is eontxnned. |

A -lni-nn of one: yer set of 20:§r-leee-e-nplee is %nelyzed in

duplxcate. e : S

4 , o L. S i
A ninxmum of one blnnk eemple per set nnst be epiked vith native
2,3, 7.8-TCDD at a level near the detection limit reqnxred for that set
of eenples. : )

. l P
I
|

FofAeach sample ‘the internal sFenderd aust be present 'ith s minimum
'signal tlo noise ratio of 10 to 1 for both ions 334 end 332, 1In
sddition the ion ratio of 332/334 must be within 0.67 ﬁo 0.87. If
these conditions are not met further sample clean-up and possibly

xeextrectxon of a fresh sanple are required., . o

Qualxtatxve identxf:catxon of 2,3,17, 8-TCDD is perforned nsxng the

follovxng guidelines. .

A, Isomer. specificity is detetmxned at leest once with euch set of
20 4: less samples. The determznation consists of xngectxng a
mixture of 13¢,,-2,3,7,8-TCDD and seven TCDD isomers (2378, 1478,
1234 21231, 12£8 1278, 1%67) using the analytical condxtxons.

" The dcgree of xsomet specificity is determined by calculltxng the
% valley relative to the 2/3,7,8-TCDD peak height. An' example of
th:s determxnatxon is illustrated in Fxgure III i

(
l

‘B. The ratio of ions 320/322 nnst be with;n 0.67 to 0. 87 If this

eondxtaon is pnot met then the eemple must be snbgected to

eddxt:onnl clean-np. ;

" C. Tons 320 322, 332, and 334 nust all maximize togethey within

0.03 min. of ome another, and ions 320 and 322 must both be
present at a level greeterlthln 2,5 x the noise levelJ :

D. At.leﬁst one positive eeLple per set of 20 or less must be
analyzcd monitoring ions 194 196, 257, 259, 320, 322, 324 where
tbe follovxng expected ionl:atio are verified: - ' :

320/324 = 1.42 to 1.74
1 257/259 = .93 to 1.13

S :
320/322 = 0.67° to 0.87 - |
194/196 = 1.39 to 1.69 S

12

v
£
14
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| S e RRNILIL IR I (11] arcou,lnucr (Rev. l/21/8“> Tesresssassepaeuataes
SR , : [
T TON MASSES | 224.00 332.00 |321.90 $19.90 |
7 JELL TIMES (mcec))  €0.00  S0.00 | €0.00 60.00
HMAX PEAK HEIGHTS | 6.40  5.51 5.04  4.48 1
4 FILE'SIN 7  TOIAL RUN TIME =15.91 |SANPLE-SIZE =  1.60 |
; DATA IS NOT SMOOTHED B |
| " Plot from Ret Time 11.00 of Dise 07 L
- to Ret Tume »IZ 9 - \ :
Data Acauired on 1/0°/1qs3 17:57 PH |
L FFior Sumnary | |
| Trace | Tan Mass I Full Seale | '
[ l l -',34 06 amu | 1 - 6,85 I '
i 1 221.90 apu ! 5.41 b :
| ‘ | | | |
- Traces: o |
- : |
! S 1
N E.--.;-;-_.-‘..,(_?Z:;:'g-:_-_ I /zla»"v,-ﬂ--'rcoz)
1 &5.55;;;;::2 ‘‘‘‘ T st
g |
i'. . —%X'w?o = 5‘770
i . N . ) o i
o . Co ' - ¢ o v
'STOPPED AT RETENTION TIME 12.99 A SR
FIGURE mr . o
17 Isom_er' Mixture Plus|:C Cypn 2 3.7,8-'rcm> o 1
|
. |
- |
13
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L I UNITED surss ENVIRONMENTAL PRDTECTION AGENCY_
E “DATE: &canber 23, 1983 -.', o | N , Rt

suBJECT. ';szh and Sediment Sairplif\g on the Spi:ing' Riv_er -

 Fmow’ Daniel J. ﬂarns » S I
: '-\awxmmntal Engineer, EP&R/I-:NS R SR i

P IR

=y mnz,m' T e
- G’lxef HBR/ARM ‘ S " }
"-'mnn william J. Keffer /: | |
S Chief, EP&R/BNSV ' v
John c. chkl" |
Director, ENSV
—_ David A. Wagorier R - |
_‘ | Director, AR g ‘ : !
_ ‘ ' ' o
In response to your request, two of the six stat.lons specxfxed in the
Syntex draft protocol for the sPrmg R.wer were sampled on ri)eoanbet 15,
1983. :
'rhose 1nd1vxduals in attendance for thxs effort included t.he followmg
‘ Ron Crunkletm, Hxsisoun nepart:rent of Conserv,atxon
James C1v1e111, mssoun Department of Conservation
Howard Kerns, Hlssoun Department of Oonservatxon
Glen Davis, Syntex *Representatwe ‘
Bob Wiggins, FIT
Dan Harns. EPA/EP&R ‘ ,
‘Information on the two stations and the samples oollected is‘ as follows:
* LOCATION: '12 mles dwnstream fran Syntex i
| SMPLE:S Fxsh and Sed:.ment 5
- - (Fish) - - 1 |

TIME OF oox.wcrrm. 1215 to 1330 hours
G)LLBCI'BD BY-' c:'unkleton. va?elh, nems'

DESCRIPTION OF FISH: Species, [Hog Suckers. = = |

EPA Form 13206 (Rev. 3-76)




KHBER OF FISH, LBCHJ AND VEIGH‘I‘

ni~ nghIMMS._kg}.ﬁggms
’ )
: 115 0.28 A
'n3 . o032
‘ 2 0.42
g ’ == .

- 0.30

. 0.86
- 0,58 -
0.42 I
- 0.42 - : !
0.30 .

0.42. %
l

Soédmm&w&p‘
EEEERERG R
NNV N

ASSIGNED COMPOSITE LABORATORY MUMBER: AACAOL

L 'rms O!F oox.mcnon. 1245 hours
mLLBGI‘ED BY: Wxggms'. Davtis

~ DEPTH |OF COLLECTION: O to 6 inches

[

1

|

|

| : : L

METHOD: Using spoons and pole with attached cup sedlment was tran ferred

o to'a sta1nelss-stee1 pan where it was blended 'and mixed prior
to transfer to separate laboratory contamersL :

ASSIG'QED SAMPLB NUMBE:R. AAC400'

sm: OF SAMPLE mNrAmER- l—quart giéss jar

LOCATION:) 0.3 mlles downstream from Syntex
,SAMPiES: Fish and Sedzment
 (Fish)|,

TIME OF COLLECTION: 1600 to 1615 hours

OOLLECTED BY- crunkleton, C1v1e111, Kerns

- DESFRIPTION OP FISH-‘ sPec1es - vhite Suckers

N . . ' .
\ . . . o, . TN . . . el
. . E o . Lo .



ape o g

e \ . .

. ) . | ’ . _ ' - ; )
' SWMBER OF FISH, LENGTH AND EIGNT: - - ~ "

[

_Iz_tgth, Inches | Sleight, Kilograms .
1 e 0.24 | |
3 11.7 ) 0.30 o - }
‘ n.s LT ' ‘0030 !
5 129 0,32 \
6 13,2 0.40 o
7 13,9 ; 0.48 i
8 . 5.2 0.60 t
‘10 5.5 0.68 - |
ASSIGNED COMPOSITE LABORATORY NIMBER: AAC403 .« |
(Sediment) o S ' L
- TIME OF COLLECTION: 1615 hours |

COLLECTED BY: uarris, Wiggins -

g
' ' |
ME'mOD: Usmg pole with attached cup sediment was transferred to a
» stainless-steel pan where it was blended and mxed prior to
‘transfer to separate laboratory containers. _ .

1
|
{

DEP'IH OF oox.wcrmn- .0 to6 1nches '

_ASSIQJED SAMPLE NIMBER. AAC402

SIZE OF SwePLe mnm: , l—i;ua'r_t glass_»ja'r' B

Splits of the two sedment sample&s were turned over to Glen Devxs (Syntex)
in the fxeld at abcut 1700 hours ‘Decanber 15, 1983.

The two sets of nsh samples were% returned in their entmety to the Regmnal
‘Laboratory. :

As per conversation with Ron Crunkleton, fish sample AAC401 (12 mile

‘station) w111 be analyzed for ‘mDD by cunposxting the fillets of each of?
the ten fish with skm of€. _

Fish sample AAC403 (0.3 nule station) uxll be analyzed in two ways. 'rhe '

fillets of all the fish with skin 'off will be combined to maKe up one

sample. For the other sample, the remainder of the fish includmg the
skin will be combined. Sphst of the three hancgenates will be provxded
. 'to Syntex. . '




i “ec: Boott Ritchey, ARWM

Ron Cmnkelton took scale umples of t.he fxsh for exammanon in the

aaboratory to determine the !espectxve ages of the fish He should be

provxdmg you with this information shortly.

I shall leave it up’ to you to pmvxde 8yntex a copy of t.hxsl memorandum
-~ -our field effort.

Charlie Hensley, IABO/ENSV '
’Bob neopfer, IAE/ENSV

-
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Figure 3532

I

'FISH FILLET PROCEDURE

THE FOLLOWING PIOC!DUNS 1s

USED IO 'NODUC( T™E “STANDARD
FILLET™: i
o
%L MAKE A NALLOW cuTY 'mlloum
THE SKIN JON E)THER SIDE OF
THE DORSAL FIN] FROM RASE OF
N NEAD ‘ID THE fAlL

S enmm e e

2. MAXE A CUT BEMIND THE ENTIRE
LENGTH OF THE GILL COVER
CUTTING THROUGH SKIN AND
FLESH TO ch:.souz.

1 MAKE ACUT ALONG TE BELLY
FROM THE BGSE OF THE PEC.
TORAL FIN ‘lO THE TAIL AS
SHMOWN, i

4. REMOVE TME FILLET AND AE.
" SAOVE THE MAJOR BONES.
. ' . . :
|

]
[
i
i
i
b
!

320 LR
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GU.JKC‘r:

FROM

7 s, In prepanng “the sample spilts, t.he alzquots £rm the streun bed wil

EPA Form 13204 (Rev. 3-74)

' t_hat Syntex is more or less content to have us specify the methods for

4. The sample splits for Syntex \will be hand delivered to &ny Syntex

UNITED STATES ENVIRONMENTAL PROTECTION AGENCY
r . 1083 < | TR
Sedxment Smlpling of the Spring Rlver m\d_e_r the Syntex Cbnisent Agreement
Daniel J.|Harris ﬂ]l//m |
alvimmental a\gmeer, EP&R/ENSV o
- “Scott Ritchey, AR R

-

THRU: William J, Keffer M/C/ e
Chxef, EP& ‘ } ’ : .

Johnc kal lo|
_ Du:ector.

] ’Da\{id A. Wagoner ‘
Director, ARm '
)

the Deoember B 1983, meetmg w1th ‘Syntex, it is my understandmg

sediment oollectxon and handlmg. since we will be physzcally doing the
oollectxon in oon;unctxon with- cmnkleton s collection of the fish,

Based upon that understandmg, I am prov:xdmg the followmg} specxfzc
detalls bol clarify those pomts raised by you at t.he meetmg.

1. EPA and Syntex samples will be placed in 16-ounce glass jars w:.th
Teflon hdl liners. The jars shall be ‘overpacked in I-gallon paint cans
with appropnate t.ags and labels'. All packagmg will be pmvxded by
mw : '

2. Under method of oollectxon, 1 vould only specify that sed:.ment will :
be collected manually from a ncmmal 0 to 6~inch depth and that collection

of samples|will, to the extent possible, be similar at eachiof the six |
stations throughout the penod of momtormg. Sednnent will be oollectpd

across the| channel.. o

Q

3. ENSV vnll ptepare a report following each yearly collection effort. -
This report will include laboratory sample numbers, date and time of
oollection, method of collection and parties in attendance. ' In addition,

‘Syntex vull be notified in advance of the date or dates of oollection and

will ‘be invited to send a representatxve to cbserve, take notes, photogx'aphs,
etc. - | b

tepresentatxve specifzed by Ray Forrester and msv shall teq‘uest a recei»pt.

1=a<

be initially transferred to clean stainless-steel pans where! the materia
will be thqroughly mixed and blended pnor to dw;dmg between the two
laboratory sample oontamers. | IR | |

|
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6 HITTING A 91R-‘\l(oll1’ LINE BY LEAST SQU'\RIS

From the ugrcmnn line of weight on llclgh( we could find an average

observed weight of individualy of the given height nml use this as an
estimate of the weight that we did not record. ‘

A pair of random varinbles such as (height, welghl) rollows some sort
of bivariate probability distribution. When we are concerned with the
dependence of a random variable ¥ on a quantity X which is variable
but ror a rundom variable, an equation that relates ¥ to X is usually called

;|.lu’.al' om‘—d!m m mn‘w i — NVV ; : ’

)T DR Y A

SISy, RIGRISSION HITTING A STRAIGHT LINE ¥

\;

ot

a regression eguation. Although the name is, strictly spc:\klng, incorrect, it
is well established and conventional.]

We can sce that whether a relationship is exnctly linear or Imcnr only
insofar as mean values are concerned, knowledge of the relationship will

be uscful. (The relationship might, of course, bc morc complualcd than }

lincar-but-we-shall consider this later)) -

A linear relationship may be a valuable one even when we know that a
lincar relationship cannot be true. Consider the response relationship
“shown in Figure 1.2. It is obviously not lincar over the range0 < X' < 100.

* However, if we were intcrested ‘primarily in the range 0 < X < 45, a

straight-line relationship evaluated from observations in this range might

e o A WS - g —- e - S &

provide & perfectly adéquate represenitation of the function in this range.

. The rclationship thus fitted would, of course, not apply to values of X
" outside this restricted range and could not be used for predictive purposes
-outside this range.

(Similar remarks éan be made when more than one mdepcndcnt variable
is involved. Suppose we wish to examine the way in which a response ¥

. depends on variables X, X;, .. ., X,. We determine a regression equation
from data which ““cover” certain areas of the “ X-space.” Suppose the point

"Xo == (Xies Xoge « - o o Xio) lies ourside the regions covered by the original -

data. While we can mathematically obtain a predicted value P(X,) for the
response at the point X,, we must realize that reliance on such a prediction

_ is extremely dangerous and becomes more dangerous the further X, lizs

Y L _ .

U U QO

24

1 ' %

FIgmlJ ,

from the original regions, ‘unless some additional knowledge Is availl!ﬂe
-that-the regression-equation-is valid-in-a- wndcr.region of-the-X-space-Note

that it is sometimes difficult to realize at first'that a suggested point lies

outside a rcglon in a multi-dimensional’ space To take a simple example
. consider the region defined by the ellipse in Figure 1.3. We see that there
. are points'in the region forwhich | < X; € 9and forwhich24 < X, €

6.3. Although both coordinates of P lic within these ranges, P itself lies

outside the region. When more dimensions are involved mlsunderstandmgs
“of this sort easlly arise.)- :

12. Llnear Regresslon' Fitting a Straight Llne :

We have mentioned that in many situations a straight-line nta(ionship

~ can be valuable in summarizing the observed dependence of one variable

" “on another. We now show iow thie equation of such a straight'liné'can be

obtained by the method of least squares when data are available. Consldl;r.

in the printout on page 352, the 25 observations of variable 1 (pounds of -

steam used per month) and variable 8 (average atmospheric temperature
in dcgrees Fahrenheit). The corresponding pairs of observations are given
in Tablc 1.1 and are plotted in Figure 1.4. o

Ly zlo S T N B N B
) 30 40 50 60 70 g0 (100
‘t R % o7, L /_n

i Figure 1.2

Letus tentatively assume that the regression line of variabie I"which we

~ shall denote by ¥, on variable 8(X) has the form fy + B, X. Then we can

write the lincar, first-order modcl

Yeafo+hX+e (1.2.1)



8 FITTING A S"'rR.-\’lGIIT LINE BY LEAST SQUARLS

Table 1.1 Twenty.fise Ohservations of
: Variables | and 8

- o - Variable Number .

" Ay

. .ni*-b"},..‘.u"'?, ‘i & Y N N
. ) ) " R . ';
LiniAr 21Laianos Bitiineg A $IRAICHT LINE Y '

. Vel o X

Obfervation’ " . 4 B "
'Number ) 8(X) . 9w 136215 - 00788 Xy - A
' — 10k~ . . . - B
| _1098 353 x . G
2 1.3 29.7 t i .
3 1281 308 - I
.4 8.40 -58.8 " S
.3 9.27 - 614 . - - ke
6 . W 713 o : . 3 .C
) o1 - 636 744 - - o T - . 7 Yo
: : 8.50 . 767 L ! ¥ ' (L s ' e 3 §
7.82 70.7 - 6 L — —l BT A
[ I YT 51 ; o0 N0, W B Sy
n 8.24 464 : _ o - < -
12 12,19 289 i S . Figure 1.4 _
1 : 11.88 28.1 U . T 1 T
14 987 T * (Note: When we say that & model is linear br noftlinear, we are referring
5 - 1094 .. 4638 to linearity or. nonlinearity in the parameters. The value of the highest
16 958 - 48.5 powet of an independent vatiable in the model is called the order of the
n - 1009 - 593 - model. For example, _ S ‘ S
T B 1 700 - S . T T
| 1) 700 ‘ | Y f+hX 4Pt ) St
, i‘: o ::: ;;i ©  isasecond-order (in X)linear (in the §'s) regression model. Unlessamodel
a2 . 847 8.1 - is specifically called nonlinear it can be taken that it is linear in the param- o
3 " 8.86 446 eters, and the word linear is usually omitted and undeistood. The order e
b7 " 10.36 - 334 of the model could be of any size.) . o ) k/)
2% . . 1108 Now p,, B, and ¢ are unknown in Eq: (1.2.1, and in fact « would be ‘

28.6

- thatis, for.agiven-X, & corresponding observation-¥ consists of the value
flse + 11X plus an amount ¢, the increment by which any individual ¥ may
fall ofT the regression line. Equation (1.2.1) is the modcl of what we believe.
We begin by assuming that it holds; but we shall have to inquire at a later
stage if indecd it does. In many aspects of statistics it is necessary to asshme
a mathematical model to make progress. It might be well to emphasize that

difficult to discover since it changes for each obsétvation Y. However, [
and f#, remain fixed and, although we cannot find them exactly_without.___

e

““examining all possible occurrences of ¥ and X, we can use the information

provided by the twenty-five obscrvations in Table 1.1 to give us estimates
be and 8, of f, and B,; thus we can write )

? L ‘b. + b,x. ' "! (|.2.2)
where P, read Y hat,” denotes the predicted value of 'Y for a given X, ‘

——— ~what we.are-usually-doing is-to-consider or fensativeiy enferfain our model.
The model must always be critically examined somewhere along the line.
It is our “opinion” of the situation at one stage of the jpvestigation and
our “opinion” must be changed if we find, at ldterlstage, tha the falts

are against it. f and f, are called the parameters of the model.

when b, and b, are determined. Equation (1.2.2) could then be used as a '
predictive equation; substitution for a value of X would provide a predic- ‘
tion of the true mean value of Y for that X.

Our estimation procedure will be that of least squares. Under certsin
2ssumptions to be mentioned later, this procedure has certain properties.
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10 FITTING A STnAlouT LINE BY LEAST SQUARES

For the moment we state it as our chosen method of estimating the param.
elers without justification. Snppmc we have available # scts of observa.

tions (X, 1), (X5 V3. .. ol X, Y.). (In our example n = 25.) Then by
Eq: (r.2.1) we can wtite .

. . | Y . 7 =~ wmm ey

LINEAK REGRENSMION umsts I\ ﬂu\otﬁ‘ LINE li-

o ree 3!l summations are from { .. l to 4 and IN two expressions M b.

a7z Jort shghtly &ilferent forms of the same quantity since, defining
Yo (X + Xyr o4 X Jn =S Xin,

» c-ﬂo"‘ﬂlxc""«o ('12-3) Y:.(Y..}. Yn+"‘+ Y.)ln-Z Ydn,
30 that the sum of squares of deviations from the true line is b welavethat ' 2 - y XY
= Xr=RN Y =Ty =S XY =" 3 Y“’ SX ¥n
‘ , s"Z‘t -Z(YI - XN 4 (124)‘ ) z " _ ‘ . -:LX,Y:—MYY ." : ‘
We shall choose out estimates b, and b, to be the values whnch when sub- | -y XY —-(2X c’(: Yin.

stituted for B, and B in Eq. (1.2.4), produce the least possible value of S.
~ (Notethat X,, ¥, are the fixed numbers which we have observed.) Wecan . -
--determine-by nd 8, by differentiating Eq. (1.2:4) first with respect to f,

and then with tespect to £, and setting the results equal to zero. Now

" the value of. b, The solullon of- Eq -(1.2.8)-for by Is

ig' - -2 2("« mx‘)‘ o
as. , (129
— 53‘ = —2—2—X.(Y. ﬂlxc) :
so that the esllma!et b, and b, are given by
| S - b.-b.x.)-o o
~ o (l.2.6)
.Z';X‘(Y.-b.—b.x.)- - R

| .whete we substitute (8, 8,) for (ﬁ.. ﬁ,). when we equate Eq (l 2. 5) to zero,
- From (1.2. 6) we have

ZY«-nb.—b.ZX.-O

(]

ZX;Yc b.EXc-b;ZX. "0 '

bo'l-l-b:ZX«-Z"-

or

b.zx,-!-b,zx‘ -leyl

_______ These.équations are.callcd-the-ngrmal equauon.f

The soluuon of Eq. (1.2.8) for b, is .
Z_(ELL{’_Q"__J S 9

;X:Yc - I(Z xl)(z Ya)]"'
'SXa - (T X)n (X~

' The first I‘orm in Eq. (1.2.9) is normally used when actunlly eompuﬂng

by ¥ ~b% (1:2.10)
The quanmy Txris “called the uncorrected sult of squares of the X's,

" and (3 X,)*/n is the correction for the mean of the X's. The difference is

called the corrected sum of squares of the X's. Similarly, 3 X, Y, is called

—i

the-uncorrected-sum-of products, and (3 X )\3Y)A is the correction for

the means. The diffcrence is called the corrected sum of producis of X and Y, .
Substituting Eq. (1.2.10) into Eq (1.2:2) gives lhe esumated regression

cquahon A

P Pabx-9,.
where b, is glven by Eq (l :2.9). Let us now perforin these calculnions on

the data given as an example in Table 1.1. We find the l‘ollowmg

n =25
S Y, =1098 + 11.13 +"'+ ll08-23$50
P = 235.60/25 = 9.424
S X, w3534 297 4
R = 131825 m 5260
ZX.Y. = (10.98)(35.3) +(|| 13)(297) + see +(||08)(286)
= [1821.4320 ;

TXS o (35.3)8 4 (29.7) 4 -+ 4 (28.6)% wm 76323.42
Z XY, =~ (T XXS Yin-
1- X' = ‘2. ~K)n .

- 11821.4320 — (1315)(235.60)/25 -
. 76323.42 — (1315)Y25

b, = —0.079829,

+ 28.6 = 1313

—571.1280
7154.42

a2y
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12 FITTING A STRAIGHT LINE BY LEAST SQUARES'
Table 1.2 Fitted Values, Observations, and Residuals

e ma.w g - s e e TR _fs%{aﬁ.'--‘--'

o R ST C
IHE PREGISION OF tHE LSTIMATLREGRESSION 13 - s

: : ' A
ey the sumn of tie resduals should be zero. In fltl. it iy ~0.02 h'e—-

a reunding eeror. The sum of fesduals in any tegression problzm is alaays -

Observation rero when there 18 3 jf, term in the model as o consequence of the first
Number - Vi P n-t normal equation. The omission of ff, from a model implics that the response
1 "10.98 10.81 oo 1 is zero when all the independent variables are zcro. This is a very strong
2 1mnn 128 . -012 . i assumption which is usually unjustificd. In a straight-line model ¥ = g, 4
‘3 1251 H-17 134 ' ﬂ.,\_+__¢_omns|on of fl, implics that the linc passes through X = 0, ¥ =
4 840, 893 ~0.53- : (0—that is, that the linc has 'a zero infercept fy = 0.at X = 0. We note .
-8 - 927 872 05S : here, before the more general discussion in Section 5.4, that physical
6 873 - 793 . 080 removal of f, from the model is always possible by *“centering”™ the data,:
7 636 6.98 -1.32 but that this is qulte different from setting ﬂ. = 0, For example, Al we
_ : o ,:fgg._ ;;: (l)?g R . write Eq. (1.2.1) in the form
10 TR 903 . omt Y- Y-(ﬁ.-!-ﬂu\’ Y)+ﬂ.(o\’ X’H-c
no 824 992 . -168 - or
12 e ni o087 i STy LN Py
:z _ l;:g ::,;z : _g;g . say.wherey-)’ P,p) =B+ pX - Y:dX Xthenmleut-v ‘
18- ——10.94————9, 89-——»———| 05- _squares estnmales of B, and B, are given 48 I’ollom' B o
16 9.58 9.78 -0.17 o ' '
o o0’ 88 1 -~ by = 2 (x — By~ =1 3 (k- Rt - -1
18 sl 804 007 AR Z(Xc _X) :
19 - - 683" 804 . -1 identlcal to Eq. (I 29), whlle A
0 - . 8.88 - 7.68 120
2 - 168 187 ~0.a9° by - bZm0, since!-'-o ,
:} v ' ::z : "::: L :?;(') whatever the value of b,. Because this always huppens, we can write the
2 . 10.36 - lof96 -'-0.60 h centered model as » .
- © 1114 P : : V== p (X D+e
N B 11.08 11.34 . ~0.26 !
_ ' — : - ommmg the A’ (intercept) term entirely. We have lost one parameter M’l’!
. ‘ there is a corresponding loss in the data since the quantities Y, —
The fitted equation s thus ' I=12,...,n reppresenf only (n — 1) separate pieces ?)I’ information due
- T PePeb(x =% o ~ to (he fact that their sum is zero, whereas Y;, Y,,..., ¥, represent n
R 4 - 9.4240 — 0. 079329( X -52 50) - 1 ~ separate pieces of information. Effectively the “lost” piece of information

—ihe same-number of piaces as the-original-data:

e

P13 623005 - 0.079829X.

The fitted regresslon line is plotted in Figure 1.4, We can tabulate for each
of the 25 values X, at which a Y, observation is available, the fitted value
P, and the residual Y, — 2, as in Table 1.2. The residuals are given lo

has been used to enable the proper adjustments to be made to the model

~ 80 that the intercept term can be removed.

1.3. The Precision of the Estimated Regression

T e
SR o ek o

Note that since P, = ¥ 4 b.(X. X).
?c = (Y, - ) by(X =

‘ggﬁ- c)"'z:l(yc- ﬂ—b,‘i‘,‘(x‘q— ,%).8-0, V g O

We now tackle the question of what measure of precision can be attached
to our estimate of the regression line. Consider the following identity:

Y~ 0=t = FP=(f- D) (1.3.1)
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14 FITTING A S$TRAIGHT LINE BY LEAST SQUARES
f we squatre both sies and sum from 7 = 1 to 1, we obtain
Z(Yc.“-' u)’-Z“yc‘-».y)"“(Pt“y”'. . .
=JUY ~ P+ (P F) =AY - V)P~ T}
- Z(Yc - Y)' + Z(?c - Y)' - 22()’4 - Y)(?c -"Y),
The thlrd term can be rewritten as

-22()'.- P16 (X, = X) © byq.211)
K -—”.X(Y,—Y}(A" X) <

- =23 (X, ~ X by (1.2.9)

: : .7-~22(?—Y)' | by(l2|l)
. _Thus. . .
- S(r = ?)‘-Z(Y. Y)‘ 3% Y)' 3y

Equahon (1.3.2) can be rewnuen :

Z(Yc‘- Py = 2(": 1)'+2(9 Y)' -(1.3.3)

Now Y, — ¥ is the deviation_of_the_ith_obscrvation-from-the- ovcrall~———

mean and so the left-hand side of Eq. (1.3.3) is the sum of squares of

. dcviations of the obsefvations from the mean; this is shortcned to S'S about .

the mean, and is also the corrected sim of square: of the V’s. Since ¥, — P,
is the devialion of the ith observation from its predicted or fitted value

* (the ith residual—see Chapter 3), and P, — ¥ is the deviation of the pre-
dicted value of the fth obscrvation I'rom the menn, we can exprcss Eq '
(1:3.3)in words as follows: ’

‘Sum of squares
due to regression’

Sum of squaies - “Sum of squares

about the mean +

about regression

" . This shows that, of the variation in the ‘Y's about their mean, some of the

variation can be ascribed to the regression line and some, 3 (¥, ~ P)3,
to the fact that the actual observations do not all lie on the regression line

_ ~ifl_they all_did, the sum-of squares-about-the- rcgressron would-be-zerol~—

From this procedure we can sce that & way of asscssing how uselul the
regression line will be as a predictor is to sec how much of the SS about
the mean has faflen into the SS due to regression and how much into the
SS about regression. We shall be pleased if the SS due to regression is much
greater than the SS about regression, or what amounts to the same thing

_if the ratio R? ms ISg du' to-regressicn)/(SS-aboui n mean)-is~not"ioo" far———

from unity.
Any sum of squares has associated with it 8 number called its dcgrccs of

freedom. This number indicates how many ind€pendeqt pigces ofindpr(ya-
tion mvolvmg lhe # Independent numbers Y,, Yy,..., ¥, are nccdc 10

)

e -

“a single function of Yy, ¥y, ...
AR B

THE PRECISION OF T3 !s11\1,\'rl"‘ﬁ'“ﬁl'nk‘l‘s'{lbq B &

‘e 'hc sum of squares, or u.lmplL the Sgthom the mean Heeds

m -0 independent picces (for of the numbers Y= P, ¥y~ F,...,
~ . only (n = 1) are indcpendent since all N humbers sum to zero

h\ Jelinition of the mean). We cun compute the S8 due to regression from -

Xy, and so this sum of squates has one degree of freedom.

s Yo namely b, [since T(P, — PP =

By whlmcllon. the SS about regression has (n ~ 2) degrees of freedom,

Thus, corresponding to Eq. (1.3.3), we can show the split of degrees of

frccdom as

(n-l)-(n-2)+|. (1.3.9)

Using Eqs. (1.3.3) and (1.3.4) and employing abimative computational
- _forms_for the. expressuons of -Eq. (1.3.3) we-can-construct-an analysis of -

variance table in the following form:

. , 4 "ﬁegreaor . Meain
Source SumofSquares ~ Freedom  Square

Regrésslon . by X._Y. -(-—Z-'—Y'—:—Z—Q} o "MS’;
Ahout rcgrcssuon : : PR P P . L))

* (residual) By submctlon _ \ ‘ u -2 8 =3
About mean : ' A
" (total, corrected 2 AR (2 e -t -t

for mean) : ’

" The “Mean Square™ column s oblamcd by dwiﬂlﬂt each sum of squm:
entry by its corresponding degrees of frecdom. ~ .

A more general form of the analysis of variancd ﬁble. which we do not
need here but which is useful for comparison putposes laler (see Section
2.2), is obtained by incorporating the correction factor fot the mean of
“the Y’s into the table where, for reasons explamed in Section 2.2, jt is
called SS(b,) The table takes the form:

R " __ _Degreesol _Mean___ . ‘4_
TUUSGuRe  Sumof Squares | Freedom  Square :

Regression (z Yy ) |
. (50) SS(by) = z ﬂ 1

cgression ( X

(8, | b) SS(by | by) = b.(I XY - X ‘} ftlS'n
Residual Dy subtraction n=2- {55)

(h-2)

Totsl,

urvrrected z Y "

foe mean



"

. LR &.-t‘q"“"‘ LI A .'
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The notation $Sth, | by} is read “the sum of \(j!lxlru for h, after allowance

has been made for hy” 1hc purpose of (hn notation is upl.\mul in
Scctions 2.2 and 2.7.

The mean syuare abowt regression, st will prowdc an cstimate based on

=2 degrees uj "freedom of the variance about the regression, a quantity

we_shall_call_n}. ;. If the_rcgression equation_were cstimated from on

LI II“';‘.. o o 'I‘I\.‘, Sy i..! ot .{h" b I l - " A b .-. . . o ’m ' '- e ..‘-’\"“ . ".‘;“:
i PRI N ﬁ’b_‘ I _ - . R = I ! o il
it

1 OAMINING T RIGRISSION LQUATION 19

1.4.  Faamining the R\;,n:s\hm lqn.niun

Up to this paint we have made no nswmplloﬁs at all that involve
probability distributions. A number of specified algebraic calculations have

indcfinitcly large number of obscrvations, the variance about the regression

- would represent a measure of the error with which any observed value of

'Y could be predicted from a given value of X using the delermmed equa- V

- tion (see notc | of Scetion [.4).

. We shall now carry out the calculations of lhns sectmn for our example

and then discuss a fiumber of ways the regression equation can be
* examined. The SS due to regression is 5,(3 X, ¥, — (T X)(I ¥)/n) )

-'LZ_ XYy = (3 XXZ Yom)®

_becn-made-and-that_is_all._ We_now make_the basic lssumpllons that, in

0 themodel Y= o+ B X+ g dm 1,200, .

(1) ¢, is a random variable with mean zero and vlrhnce a? (unknm).
that is, E(¢,) = 0, V((,) = of,

(2) « and ¢ are uncorrclated i v} %0 (hnl _

s R T - cov (e, q)) =-0, } A

Thus - E(Y) =B+ Xy  WT) i od

and Y, and Y,,i ¢/, are uncorrelated. A further assumption, which
is not mmcdnatcly necessary and will be recalled when used, is that

(ZX=(Z X} . - (3) ¢, is a normally distributed 14ndom vanable. with mean ztro and )
- (_.5-“ !280)’[7!54 42 variance o?" by (1) thatis;
45.59. ‘ f,~N(0 c‘)\ ,
-
L . Undcr this addmonal assumption, «;, ¢, are not Shly uncémlated but
- The Total (corrected) $8 is 2 Y-~ Yc)'/" neccssarily mdcpcndcnt '
= 2284.1102 — (235. cowzs " . . Notes - ‘ '
63 g2 (1) o® may or m-\y not be equaf to of-.y, lhe vatfil\ce about the regres-
]

~the corresponding theoretical table above, This-makes no difference what-

Table 13 Thé Analysh of Variance Table for the Example

T : : ‘ ' Calculated

Source ar .88 MS F Value

sion mentioncd earlicr. If the postulated model is the true model, then
o* = o}.y. Il the postulated model is not the true niodel, then o* < o}
It follows that s?, the residual mean square which estimates o)., in any

“case, is an estimatc of of if the model is correct but not otherwise. If

o}.x > o* we shall say that the postulated model s incorrect or suffers
Jrom lack of fit. Ways of deciding this will be discussed later. :
(2) Therc is o tendency for errors that occur in many real situations to

Total(corrccted). . 24— 6382 . . ___ B ;

ceted) : 82 ‘ “ben normally distributed due to thie Central Limit'theorem Il anerror term— =
Regression (8,) | 45.59 45.59 57.52 “such as « is a sum of errors from several sources, then no matter what the :
Residunl 2 18.23 s = 0.7926 probability distribution of the separate errors may be, their sum ¢ will have ,ﬂ ‘

Note that the eniries in this table are not in the same order as those in

a distribution that will tend more and more to the normal distribution as
the number of components increases, by the Central Limit theorem. An
experimental error in practice may be a composite of a meter error, an

soever. In computer prmtouls, for example, the order depends on the way
in which the program is written. Careful inspection of analysis of variance
tables should nlways be made and it should not be assumed that any
particular order iy standard. Our estimate of oV x ils b 0. 7946 555{')
on 23 degrees or freedom. The F value will be explained shonly

erfor duc to a small'leak in the system, an error in measuring the'amount
of catalyst used, and so on. Thus the assumplion of normality is not
unrcasonable in most cases. In any case we shall latet check the assumption
by examining residuals (see Chapter 3).

We now use thesc assumptions in examining the regression equation.
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18 FITTING A STRAIGHT LINE nv LEAST SQUARES
Standard Error of the SIope b., ('onﬂdence Interval for B,.
We know that b, = Y (X, — X} ¥, — PI3 (X, - X2 ‘

=Y (X - DVITx, - e

(since lhc olhcr term temoved l'rom the numerator is Z(X Y)Y.-:

=ur. X)r. +(x )?)HIZ(X, Xy,

[

EXAMINING THE REGRESSION EQUATION 19 ¢~

conclusions obtained by minimizing variance errof dnly and assuming: the -

l.mml sted model to be corrcet are likely to be wrong in many pracllcal
dusign situations.)
The standard error of b, is the square root of the variance, that is,

O EEIRR

or, il g is unknown and we use the estimate s in it p\ace, assummg the

Now- llle variance of a~ I‘unc(mn ]
F‘d.". +a'r’+"' +d.y

l’(l") =a (V) +aN V) 4 + a 'V( Y,,).

|l' the Y, -are- p.nr\wse uncorrelalcd and the a, arc constants; furthermore,
CiCk(Y) =at,

P =t gt
= (ol .
3 (x, -

+‘a..')n’ |

In the expression for b, a, = (X, —

X9, since the X, can be .

“!

Z(Xt - 7)' -
(Note: An implication of this result is of intcrest, Suppme lhnt before
any data had been collected, we wislicd to select the X; values at which to

take observations ¥, and wished to do it in a way that would minimize
). Then the X, chosen would have to maximize 3 (.Y, —

V(b,) =

cach of plus and minus infinity. The practical mlerprclnlmn ‘of this is that
the X, should be located at the extremes of the X-region in which experi-
mental runs are possible. For example, if we wished to perforin four runs,
two would be placed at each extreme. This result is sensible and correct

when the first-order model_being lcnlnluvdy entertained. n_prrci.tclu the_. - - .

correct one. When this is not true, and in practice it never really is true,
this result may be quite wrong. In fact it has been shown by G. Box and
N. Draper (Journal of the American Statistical Association, 54, 622654,
1959) that if the “‘region of interest™ of the X's is scaled to the interval
(—R. Ry and if we take ¥ = 0 and a straight line is to be fitted but some

__sccond-order tendency exists in_the true.model, then theappropriatevalue—— ——

i it

for 3 (X, — Y)tis not infinity but a number slightly higger than NR/3,

where N is the aumber of X's to be chosen unfess the modcl is nearly

correct or the cxpg?mcnl.ll error is very large. Tije chngru,ljmoraam(p 0
) . : T

i

(I-4l) ‘

KX)t. The
theoretical answer to this problem is that some X, should be Jocated at

maodel is corrccl the e:umaml standard error of 8, is given by

est, s.e. (b,) —fa’-—!—)—,iﬁe ‘
‘

If we assume that lhe variations of the observations about the line are

" (14.2)

-normal; that-is, that the-errorse, are -all from the same normal distribution,
N0, a%), it can be shown that we can assign 100(1 — &) 7 confidence limits
for h, by ca’lv:ul:\!,ing

in~21—ja)s

b, & (36— FP7

(1.4.3)

| where r(n ~21 - }x)is lhc(l - ja) percentage potm of a r-disteibution,

with-(n-=-2)-dcgrecs-of freedom (the number of degrees ol‘ l'rcedom on

. which the estimate s is based). .

) On the other hand, if a test is appropriate. we can test the null hypothesis :
~that fly is cqual to fo, where flyg is 8 specified value which could be zero, -
- against the alternative that 4, is different from ﬂ.,(usually stated “ll., ﬂ,

,l,,, versus M fl, # ﬂ,.,“) by calculalmg
R { e (by ~ ﬂlo)

L ﬁ T fest.se. (b))

_ (b= BT (X, = B
H
|ml u)mpnrmglllwnhl(n -2,1— o) from a r-table with (n — 2)dcgrees

vl {reedom—the number on which st is based. The test will be a two-sided
test conducted at the_100(1_=_a).% level.in-this.form. Cnlculnllons forour;

us\mplc follow,
l,xnmple (continued). :
' V(by) = oY3 (X, = R
= g?/7154.42
est, V(b)) = 53/7154.42
= 0.7926/7154.42
= 0.00011078

est. s.e. (b,) = JVest. 1(h,) = 0.0105

(1.44).




providing the interval -01015 < A <

20 FITTING A STRAIGHT LINE DY LEAST SQUARES
‘Suppose o = 0,05, 46 that 1(23, 0.975) = 2.069. Then 95% confidence

limits for /f, are b, & 123, 0.975) - s (x; — O,

or ’ S | X 0798 ;{; (2.069)(0. 0105),
—0.0581.

this statcment is made with 959 confidence.

~ In words, the true vn‘ne i hu in the mlcrvnl( -0. mlStu —0058I) and'

" EXAMINING THE REGRESSION EQUATION 2o

theén the hypothesis 8, == B, cannot be rejected; if it does not, the hypolh-
esis is rejected. This can be seen from Eq. (1.4.4), for Hy: B, = f,, is.
sjected at the (W — a)levelil Jt] > n - 2, 1 - {a), which implies that

dby =l > = 2,1 - %) s/():(x. X4
that is, that /), lies outside lhc llmus Eq. (1.4. J)

Standard Error’ o] the lmercepr Conﬁdence Interval

We shall also test_the_null_hypothesis_that_the_true_value- ﬂ, is-zcro,-or

that there is no relationship between atmospheric temperature and the
amount of stecam used. As noted above, we write (using {(,,, = 0),

"o: ﬁ' =0 ”|:ﬂ| #0

and evaluate

o = =0, om/o 0105
T = —-7.60.

- Since {t| = 7.60 exceeds the nppropﬂate crmcnl vatue of 1(23 0. 975)
2 069, My: f, = 0is rejected. (Actually 7.60 also exceeds (23, 0.9995); we

Jor @3, A
A umﬁdcncc mlcrv.ll for fl, and 8 lest of whethét or not 8, is equal to

~wome specified value can be constructed in a way similar to that just

sleseribed for By, We' Lan show (details in Section 2.3) that .

Y X “d*'
nZ(X, nt -

Thus lm(l - a)% conﬁdence l|m|ls for ﬁ, are given by

s’.e.( b..)

b,,:!:t(n—Zl la){ X! }u'

—accaunt_containing_ $500,.000

might not exist. .

If it had happencd that lhe observed Irl value had bccn smallcr than lhe
critical value we would have said that we could not reject the hypothesis.
Note carefully that we do not use the word “nccept,” since we normally
cannot accept a hypothesis. The most we can say is that on the basis of
certain obscrved duta we cannot reject it. It may well h.nppcn. howecver,
that in another set of data we can find evidence wlm:h is contrary to our
hypothesis and so reject it. :

Lor.example,.if we see.a-man-who-is- poorly dressed-we may- hypothcsuze.
II., *This man is poor.” If the man walks to save bus fare or avoids lunch
to save lunch moncy, we have no reason to reject this hypothesis. Further
observations of this kind may make us feel //, is true, but we still cannot
accept it unless we know all the true facts about the man. However, a
singlc obscrvation against I/, such as finding that the man owns a bank
-will-be-suficicnt-to-reject-the-hypothesis:

Once we have the confidence interval for fi; we do not actually have to
compute the |7] value for a particular s-test. 1t is simplest to examine the
confidence interval for i, and sce if it cnnl:ninght,v:ﬂu{)ﬂ,,. l[/ilgnﬁ.

i .

t

“chose a two-sided 95% fevel test here however so that the confidence .
interval and the #-test Would both make use of the same probability tevel..
In this casc we can effectively make the test by examining the confidence

- interval to sce if it includes zero, as described helow.) The data we have
secn cause us lo rc,cc( lhc idea that a lincar relnuomh:p between Y and b ¢

1

Z(Xa X))
A rtest for the null hypolhesu Hy: fy =

fevel if flog falls outside the confidence interval, or not be rejected il P
falls inside, or may be conducted separately by finding the quantity

f= (b - ﬁm)/‘—z—(x———r),}“

and mmpnrmg it with percentage points 1(n — 2, | ~ }a) since n = 2!9'
the number of degrees of frecdom on which s3, the estimate of oY, is based.
© tNore: Wt is also possible to get a joint confidence region for f, and f,
simultancously by applying the formula (2.6.15).)

-~ " Standord Errorof ¥
We have shown that the regression equation is . '
P Prbx-2X

where hoth P and b, are subject to error, which will influence P. Now if

. o fls gainst the alternative
"y fl, # ﬂ.,,,. where fiyis a 'specified value, will be rejected at the (I — a) .

a_and_ v, are-constantis-and

a==a|Y,+d,Y,+"'
vc=(|yl+f|yt+"'

+a,Y,
+ cu yﬂ'
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6 THE MATRIX APPROACH TO LINEAR REGRESSION

2. Test the ovetill regressivm cyuation imore specilically, test /,: 0,

fy= g, =m0 ag;uiml' Iy not all ), = 0) by treating the mean
square ratio ‘ ‘ :

[SS(R | baM(p = D))
‘ : st ‘
as an F{p — 1, r) variate where v m n — p

(26.13)

e
THE GESTRAT RIGRISION SITUATION

wral wae 200 3o unlean ware 1 taken to prelng the informatiod in 8
¢ e=:m whilhatan be readily undertood. The inequality above ptoﬂda
v e gatiren of an “elliptically shaped™ contour-in a space which has a9
=19y dimemions, p, as there are parameters in B. We can obtain individual
contidence intervals for the various parameters separately from the
formula S : :

Suppose we declde on a specified visk level a. The fact that the observed

mean-square fatio exceeds F{p — 1, p, | — o) means that a “'statistically -
significant™ regression has been obtained; in other words, the proportion -
.ol .the variation observed in the data, which has been accounted for by the -

equation, is greater than would be expected by chance in 100(1 — «)%

- -~-similar scts of data with the same-valucs of-n-and X. This-does nol ‘neccs-

sarily mcan that the equation is useful for predictive purposes. Unless the

range of values predicted by the fitted equation is considerably greater than

the sizc of the random error, prediction will often be of no value even
though a “significamt™ F-value has been obtaincd, since the equation will
be “fitted to the errors™ only. y ' :

-mg‘. -
R
w ‘
.\E:

T U ) (estimated 5 06 -

- where the "cslirﬁatcd s.e.(b,)" is the square ro&' of the Rh diagoﬁ‘i"f kﬂ

of the matrix (X'X)~'s%, (For a calculation of this type when there aré '

two' parameters fi, and fly, sce Eq. (2.3.1), and sfer replacement of o* by
-8%,sce pp. 19.and 21. Separate confidence-intervals of-this type appear ity 1

our printouts and are often useful. We de-emphasize them, however, for .4

the following reason. Figure 2.1 illustrates a possible situation that may .

arise when two paramcters are considered, The joint 95% confidente -

region for the truc parameters, §, and f,, is shown as a long thin ellipse .
- and encloses values (fy, f,) which the data regard as jointly Teasonable - -

Waork by M. WEE (if o 1964 DD (Kesis; “Criteria for Judging ade-

. quacy of estimation by an approximating response function,” written

under the dircclion of Dr. G. E. P. Box at the University of Wisconsin)

" suggests that i order that an equation should be regarded as a satisfactory.
predictor (in-the sense that the range of response values predicled by the
- equation is substantial compared with the standard error of the response),

the observed F-ratio of (regression mecan squitre)/(residual mean squarc)

. should excecd‘n'ol merely the selected percentage point of the F-distribu-
tion, but about four rinses the sclected percentage point. For example, if . |
"~ p=Il, v 20, « =005 F(10,20,0095) = 2.35. Thus the observed -

F-ratio would have to exceed about 9.4 for the fitted equation to be rated
as a satisfactory prediction tool. Since (at the time of writing) work on this

* topic is not complete, the “four times" rule is given here as a current ex-
_pedient for assessment of_regression equations. It is subject to later con-

firmation, -~ )
3. State that ‘ ' ,

‘ b~ NB, (X'X)'e%). _ (2.6.14)
4, Obtaina joinlv 100(1 — «)¥% conlldené-région for all the parameters

B from the equation ‘

(B — bYX'X(P — b) < ps*Flp, v, | ~ ) (2.6.19)

where F(p,v,1 — a)isthe | —a point (“upper a-point™) of the Flp.r)
distribution aind where s* has the same mepning 4s i (1) a)?oq d the
model is assymed correct. In general this will be uscful only Whth p is

e

for-the-parameters:-1t-takes-into-account; the torrelation between the

- estimates b, and b,. The individual 95% copfidénce intetvals for fyand .
~ By scparately are appropriate. for specifying ranges for the individual

- parameters irrespective of the value of the other parameter. if an attempt
i made to interpret thesé intervals simultaneously—that is (wrongly),
tegard the rectangle which they define as a joint tonfidence region—then,

for example, it may be thought that the coordinates of the point £ provide. .

P2
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Up to this point we have oonsldered in detail, (he first-order linear

regression modcl in one variable X,
Y-ﬁ""'ﬂlx""v )

wh_en Y isa(25 x I) vector,
Xis a (25 x 3) matrix, -

_,_‘__‘__‘*_'lnd shown how_thé #tralghtforward_analysis-can- be expressed- neally in—

- matrix terms. Usually more complex linear modcls are needed in practical

situations. There are many problems in which a Imowlcdge of more than

" one independent (or “predictor’) variable is necessary in order to obtain

"~ better understanding- and[or better prediction of a particular response..

- The matrix approach given at the end of Chapler 2 provides us with a

- . general procedure for extending Chapter 1 results to more complicated

- linear models. In this chapter, we shall apply lhe matrix analysis to the
first-order hnear model:

Y= f, 4+ BiX, +ﬂsxa+l- '

We shall contifite with the example used in Chapter 1 (the data fot which
are given in Appendix A) and wil! now add variable number 6 to the
problem So that we are clear about which variables are being considered
— in-the-model-we shall-use-the original variable subscnpls Thus our model™

will be written - Y B Xy + BoXo + BuXe + ¢ (4.0.1)

where Y = response or number of pomids of steam used per month,
X, = dummy variable, whose value is alwnys unity,

X, = average atmospheric temperature in the month (in °F), and

— -— —— — —X¢="number of opcrating days in the month.

The following mamccs can thea be constructed. (The complete figures lor
the vector Y and the sccond and third columns: ol' Lnatnx X appeablﬂ
Appendix 4 lnd are also guvcn on page ll6)L

104

‘@isa(d x 1) vector,and B h .
. &isa(25 x 1) vector. s
Uslng the results orChaplerz Ihe least-squa‘n eﬂimam of b, p., and #, 5
are given by , A
‘ . b - (x,x)_‘x'y LI . »L “g '
whereb is the vector of estimates of the elemenu of 8, ptovided thatX’x
is nonsmgular Thus -
( R «“‘issszowvt
. o o 1 297 2
| YA A SRS SRR I | I | R
*bulb|=([353 297 308 .. ;e =
' b . 20 20 23 L 22 (] . . ‘
L Lioms 2]
' ' : 71098
11.13
| I T YT
L (N7 Y TN FE
ST X[383T 97 08 e WS
lzo 20 23 .. 2 .
11.08
-
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Note the sizes of the miln‘cs in the alm\c statement; sep2al (XXt e a3 x 3 unr matns. Nottd that, siace the invérse 5
‘ " ane e ongnal matnn) is symmetn. only an upper triangular pomon &
13 x 1) = {(3 x 25)(25 x M)-*(3 x 230025 x l] of 12w revorded. Performing the matria muluphcalion gives
Mulhplymg the matrices within the large braccs. we hnvc N ' - CPx1l pPpxi) ' i
Bx1] . DxJ)'.’l“_ R : : L : |'.'] 9.12
Tbe) [ 2500 1315.00___S06.00]=' E— — : lv. J =0.0724 J
b| = [131500 76323.42 2635330 . S S B 5] | 02029 | | ,
Lbo 50500 26333.30 _10460.00 = ‘ o ‘ 1'hus. the ﬁltcd least squares equation is “ -'i;"": : o I . \
' P 25 %1 ' B ' -
| {71093‘]' R IR P 9.1266 — oomx.+ozd!9x. 0
[3.* 25) | 1113 . Actually, when lhese mateix calculation¥ are pe*brmed by a eomyllhr
e S ' : - - routine, they are not carried through in precisely this way. One reason for
L L R 21 A this is that large rounding errors may occur when this sequence is followed.
x |353 297 ... 286} - T This point will be discussed in Section 5.4, - -
N . -{——~—For.the record, the algebraic-form of-the normét equnlionl for the e _
20 ‘ 20 AN~ 2 | I of two mdependcnt variables is as follows' \ . '
. Then, . ' : I A : : : b.n+5sZXu+b-2Xuﬂ;Yr
PBx1]) . : [Jx!)"r : o Bx1] | o
be] . 2500 131500  506.007'[ 235.6000] . o | _- b.z x,, +. b.z X5+ b,z x,,x,,- Z x“y,
b| = [131500 7632342 2635330 |usa4d0| S
b L0600 2635330 toasooo) | amss0) .} "-Z"u* anX-.Xu+ b.EX..-ZXuY.- i
Next, the inverse of lhe [3 X 3) matrix s obtamed to gwe : I We obtained the fitted equation above by a single fegmsion calculatlbﬁ . O
' : Actually it is possible to obtain the same equation through a series of
(3x1] . . X)) - . simple straight-line regressions. Although this is not the best practical -
b 2.118747 -o'o!,l.zﬁ.z_ﬁ .. ..=0106098 .7 e :ay Og.:blal&?g-lhe -final- eqt.lll::mii it-i :: mstmc(ivie gg comid:; how™ ;: .’5 EEEE
- N ' ' ' - one, Thus, before we examine the fitted equation in Section 4.2, we s
b= 0.146207 x Ly 0.175467 x 107 discuss this nllemahve procedure. i
b) |(Symmetrie) C T 0478599 x 10~ o .
3x1] a Multiple Regression with Two Independenit Variables .
[ 235.6000] . ns_a-anuenceAef—S!-a!gh:—{;{re—kegfessiaﬁs—‘d"—'“"’f -
- , 1.4320
' - 182 J . _Tn the previous section, we used least squares to determine the fitted
' : ' 4831.8600 X Cquauon

The inverse calculauon €an be checked by mupp?ymg (§ X)" q;y%p P = 9.1266 — 0.0724X, + 0.209X,.
Lo A '
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Another way of nM.unmg this, solution is as follows:

Boeb s e | P T T

'-&. REGRESSION

Table 4.1 Residuals: r.uH'.. :

1. Plot ¥ (amount of steam) against Xy (.wcr.lgc atmosphcric tem. Omcersation
perature). This plot is shown in hgurc 1.4 in Chapter 1. Note the Numbcr { Neo : f., 1% f“-x.. o e
downward trend; this is rcasonable, since as lhe (cmpcrature rises, the : : AJL : R 1
need for steam should diminish. A 20 20.87 o -0.87 My
2. Regress ¥ on X,. This straight line regresslon was perl'ormcd in , § . ig :: g: e -:.g: .. e i
~Chapter 1, and” lhg resulting-equation-was: . 2 001 001~ ;,..}, 1
? = 13.6215 — 0.0798X, s a2l 19.92 .. 1.08 SR
‘ , 6 n 1955 "= 245 gs t!
Thls ﬁucd ¢qualion docs not predict Y exaclly (Table 1.2). Adding a : 7 ] 19.44 7 -8.44 o ¥
new variable, say X, (the number of operating days). to the prediction : 8 Tn 19.36. ;“ 364 - ’! -
" equation’ mlghl improve the-prediction significantly. - : - 9 . .21~ 1958 % 142 ) O ',
In order to accomplish this, we desirc to relate the number of operating ) 10 20 2006 -0.06 e
-days to the amount of uncxplained variation in the data after the atmos- n . 20 2047 - -0.47 3‘ - gl
pheric temperature effect has becn removed. However, if the atmospheric = R 21 2111 . -0.11 | £ »
temperature variations are in any way related to the variability shown :: f; ;:)'; -014 SUIPE
. in the number of operating days, we must correct for this first. Thus, s 2 g 20': s ";Z: N "y H l
what we need (0 do is to determine the relationship~between-the-un-- 16 20 2034 =09 R 8
explained variation in the amount of stcam used after the effect of atmos- 17 27 |9:9 X :’ 2:0| . :.'2-{2 it
pheric temperature has been removed, and the semaining variation in 8 "2 1960 ¢ 240 RIS H
the number of operating days nner the eﬂ’cct or atmospheric temperature 19 T 19.60 -8.60 Vo
has been removed from it. - - 20 23 1944 - 356 o
: 3. Regress X, oh X,; calculate miduall J{., 4?... Im1,2,.00,0 21 20 . 195 . - 047 g
- A plot of X, against X, is shown in Figure 4.1. Usmg the notation and 2 21 2004 096 i
. methods ol‘Chaplerz,lhe estimates ol‘lhe regresslon coefficients are given 23 20 . 2053 .5 =05 ,
by | o ‘ , 24 20 094 -094
1. S 1 29-7 «We note that there are two residuals —8.44-and ~8.60. whidi hm U
’ by - L B | absolute values considerably greater than the other tesiduals, They arise
o) 4 353 2.7 o0 BEJ i from months in which .the number of operating days was unusually
i e e ! o - -~ —small,.eleven-in-each-case.-We-can,-of-course, take the attitude_that these__
' ' 28 6 l are “outlicrs” and that months with so few operating days should not ;
\ L1 8.6} 2077 ‘even be considered in the analysis. Howevet, il we wish to oblain a i
- » satisfactory prediction equation which will b valid for aff morths, " || |':
L 20 irrespective of the number of operating days, then it is important to take
I 1 e 1 . account of these particular results and develop an equation which makes ~ i
S l.”’ W7 ++ 2856] ——f———4_useof the_information_they contain, As_can_be scen_from the dataand_ "
from Figure 4.1 and Table 4. 2, if these particular months were ignored, L
te apparent effect of the number of operating days on the response ‘
L »ould be small. This would nor be because the variable did not affect

Thus, £, = }2 1688 — 0. 0367X.. and the resi uah are s{own 'VT%M“ I

!.
t
!

¢ revponse but because the variation actually observed in the variable .
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| REGRESSION 111

pass through the otigin. (If we did put & f, term in, we should find b, = 0,
in any case.) For convenience the two sets of residuals used as data are

extracted from Tables 1.2 and 4.1 and are given in Table 4.2. A plot of

“these residuais is shown in Figure 4:2;
Using a result of Chapter 1,

ST, = P)(Xe = R 42082 _ .
bTZL WX .‘)-Wﬂ‘m'mla g O

T To= 2

LA, g empn

Within the parentheses we ean substitute for £ and £, as functions of X,
and the large caret on the left-hand side can then be attached to ¥ to

Tpresent’tiie overall fitted value P = P(X,, X,) as follows:

[? = (13.6215 — 0.0798.,)] = 0.2015(X, — (22.1685 — 0.0367,))

L2 4

P - 9.1545 — 0.0724X, 4+ 0.2018X,.

Il '. o ."u-ﬂ..\':ul ' e j’“ = f(X,) from ¥, and o'.i.
21. o . oo . Respectively
g - Observation _ e .
19 Number / P f. j‘“.. Xu )
7 1 017 ° - &o087 e
7] 2. 012 108
. 3 134 196
] 4 -053 . 001 -
] s - 0.58 108 . g i}
. 1 E - - 6 . -080 - . 1 248 - - I
R . o 7 -132 L4 o
1‘510 i 4’ TR IO | : 100 - 364 T A
70 80 9 - =016 =142 ' '
N 10 ol - =006 ..
. Flguredt 1l ~168 - =047 A b
. . R 12 0.87 «0.11 ;
: T ' ~—— - 13 0.50 - «0.14
was 30 slight that the variable could not exert any appreciable effect on 14 -0.93 173
the response. If 8 variable appcars to have a significant cfect on the 18 108 258
responsc in oite.analysis but.not in a second, it may well be that it varied 16 =017 = «039 '~
over a wider range in the first sct of data than in the sccond. This, . - 17. L0 . 201
incidentally, is one of the drawbacks of using plant data *as it comes.” ‘ :g ‘ 007, 240
Quite often the normal operating range of & variable is so slight that no. 20 "':;:) “‘;-w
“effect on response is. revealed, even when the variable does, over larger - - 21 ol 90 E 0:: .
ranges of operation, have an appreciable effect. Thus designed experiments, 22 —0.51 096 '
which assign lévels wider than normal operating ranges, ofien reveal " 23 -1.20 0,83
~ effects which had not been previously noticed. - S 24 -0.60 -0.94 O
4. We now regress ¥ — P against X, — £, by fitting the model * 28 ~0.26 0.88 . _
R ¢ B (Ll .. T o ok S | Thus the s e
‘ C ‘ us the equation of th
Note that no “#,” term is required In this first-order model since we are ' the equation of the fitted line Is ._f , .
i ine must : i
using two sets of residuals whose sums are zero, and thus the line (Q = 0.2015(X, = £5).
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e o 4 e e e e e e e - o 4
Yo ¥emN, X o At Vs \. . ’t
+1- ' " KeepiNa %
42]~ . . . U - - :
y-9 * _; N
sk ' g . .
: ¢ "
¢
L P S
,,l ' L
~T=6-5-4-3-2~10 1| 2 3 4 5 . " : - ‘ T o
-t . > R
: e ‘or, in “statistical” vector notation, _ I
. Flgured.2 - X S
: o | R4Y- Y)-Y L D 1
. 'rhe previous mult was : e

E2*T) 1266 — 0. omx. + 02029x..

In |hcory theso two fesults are identical; practically, as we can see, slight
discrepancics have occurred due to rounding errors. Ignoring rounding.

errors for the moment we shall- show, geometrically, through a simple -

~ example, why the two methods should provide us with identical results,
" (The rest of this section could be omitted at first reading, if desired.)

Consider an example in which we have n = 3 observations of the

response Y, namely Y,, Y,, and Y, taken at the three sets of condmons
(. 2,), (X3, Zy), (X3 Z,). We can plot in three dimensions on axes
labeled 1, 2, and 3, with origin at 0, the points Y =(Y,, Y,, 1), X &
(X, Xy, X3), and 2m(Z,27,,7,). The peometrical interpretation of
regression is as follows. To regress ¥ on X we drop a perpendicular YP

onto O X. The coordinates of the point P are the fitted values £, £y, .

" “The length OPY'is the sum of squares due to the regression, O Y? is the
total sum of squares, and YP? is the residual sum of squares. By
Pythagoras, OP* 4 YP' = OY?, which provides the analysis of variance
breakup of the sums of squares (see Figure 4.3).

If we complete the parallclogram which has OY as diagonal and OP
and PY as sides, we obtain the paraliclogram OP’ YP as shown. Then the

~coordinates of P arc the values of the residuals from the regression of
variable Y on variable X. In vector terms we could wrile
.+ . OP+0OPmOY; Sle VSO
P

e

“This, result is true in gem:ral for n dimens!dns ('ﬂ'oe cnly reason we lakt "

n = J is so we can provide a diagram,) AN
Suppose we wish o regress variable ¥ on varllbleﬂ X and Z simul

" tancously. The lines OX and OZ define a plane in three dimensions. We

drop a perpendicular YT onto this plane, Then the coordinates of the . Vi
point T are the fitted values Py, P,, P, for rhis regression. OT? is the iji
regrcssnon sum of squares, YT*is the residual sum of squares, and OY?
is the total sum of squares. Again, by Pythagoras, OY*= OT? 4 YT* "
which, again, gives the sum of squares breakup we see¢ in the analysis of
variance table. Completion of the parallelogram OT’YT with diagonal

OY and sides OT, TY provides OT", the vector of residuals of this
regression, and the coordinates of T’ give the residuals {(Y, — 7)),
(Y — 2£,).(Y, = 7)) of the regression ol' )’on ) ¢ ll'ld Z nmullaneously
Again,-In-vector-notation,- - — . v o

0T+0T'-0Y . B

or, in “'statistical” vector notation,

B g Y 4 .,,v_,,; .

for this rcgressuon (sce Figure 4.4),
As we saw in the numcrical example above, the same final residuals
should arise (ignoring rounding) if we do the regressions (1) Y on X, and
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(2) Z on V., and thén téuc\s the residualy of (1) on the residuals of €2,

That this is true can be seen reometrically as lullnm Figure 4.5 <howy

three parallelograms in three dimemsional spitce.

1. OP°¥YP from the regression of ¥ on .Y,

2. 0Q'ZQ from the regression of Z on X, and ,

3. OT' YT from the regression of ¥ on X and Z simultaneously.

Now the repressiont of the residuals of (1) onto the residuals of (2) is’

N “ i SR
— 1L S

~achieved by dmppmg the perpendicular Trom P".onto OQ'". Suppose the
point of impact is R. Then.a line through O parallcl to RP" and of length
RP’ will be the residunl vector of the two-step rcgrcssmn of Yon Xand Z.
- However, the points O, 0, Z, P, Q, X, and T all lie in the plane = defincd
by OZ and OX. Thus so docs the point R. Since OP’ YP is a parallelogram,

~and-P'R and-YT are-perpendicular to-plane #,P'R = YT in length. Since

TY = OT", it follows that OT' = RP’.-But OT"', RP', and TY are all
parallel and perpcndlcular lo plane m. Hence OT'P'R is a parallclogram

from which it follows that OT‘ is the vector of residuals from the two-step
regression. Since it originally resulted from the regression of Y on Z and

X-together-the two-methods-must-be-equivalent. Thus-we-can-see-that-the—

planar regression of ¥ on X and Z logclher can be rcgarded as the
totality of successive nrmght-lme regtessmns of : :

. YonX,

2.Zon X,and

3. res:duals of (I) o the reslduals ol' (2)

- m—ce o

Figure 43 \

The same result is obtalned if the roles of Z and 4\' are inlerchlnged All |

linear regressions can be broken down into a series of simple regressions
in this way, (For an appllcauon, see page |80) '

42, Exnmlnlng lhe chnsslon Equatlon

How U:cjul Is the Equaﬂon, Y= f(X x)n

* Utilizing the work given in Chapters 1 and 2, we shall now consider the:

equation obtained for P as a function of .Y, and X, We can calculate the

tesiduals, usmg the fitted equation and the observed poinu These residuals
sre-shown-in-Table 4:3: The regression analysis of variance is as l‘ollom* :

ANDVA !
Source of Degreesof  Sum of "Mean
Variation Freedom Squares Square F
Total (uncorrected) . 28 2284.1102
——hizan (;) 1 2220.2944
Total (corrected) . 24 618158 °
Regression | b, 2 54.1871 0 27.0936  61.3999
9.6237 . 04317

Reavidual 22

—
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116 TWO INDEPENDENT VARIADLES ANAMINING. THE REGRISSION EQUATION 1§y -«
On the basis of an x risk of 0.0, the leust squares cyuation b " ;
" P e 9.1266 — 0.0724X, + 0.2009x, —y e
‘ c S o 12k : t--<0 Predeitd ; ;
- is a good prediclor; the calculated F = 61.8999 for repression is greater , \ ‘ m ke
"_than the tabulated F(2, 22, 0.95) = 3.44, : ' oo ] i - . s
’ ' ’ J 2 q
‘ ' - L e X _ i ‘_
Obs. . o o ‘ S ; 1 : )_Af‘ i
No. X X, Y ? Residual -~ -} - 80l C R
1 333 20 1098 1063 035 L § . . L
2297 . 20 . 113 1003 . . .0l0. . . R . - —~-§» :
3 38 23 1281 1.s6 0.95 - - et
a . 88 20 '8.40 893 -0.53 ol
s 614 21 927 894 b3 ‘ i bl
6 ny - .22 8.7 8.43 030 - 8f- . N
7 44 6.36 5.97 039 y Cl
.8 161 2 850 8.24 b.26 I
9 ;[ A | R ¥ 7) .27 ~0.45 N , o
10 SIS 20 . 9.4 9.02 0.12 - -;
1 464 20 824 . 982 -1.58 o 5 | %
12 289 21 12.19 129 . . 090 . | Lol
13 281 .20 11.88 - 1138 7 053 0 . ; N C
S U B C X TN 1] 9.57 1015 - -0.58 - oy ~2. B |
.15 463 23 1094 -~ 1040 0.54 : . : I oo i ‘
:; _ ;:: ;: . _':ﬁ :;g _g:;'?_ . " W[mtlla: Been Accomplished by thé Addition ofa . _
19 0 11 . 68 . 629 0.54 ! Second Independent Variable (Namely X,)? h e
20 74.5 23 388 8.40 0.48 + There are several useful criteria which can be spplied to answer this - C)’ i
21 2 7.68 7.96 -0.28 question, and we now discuss them. B : i
i: ::-: ;:) :-:z :-;: ‘?-'l’:) THE SQUARE OF THE MULTIPLE CORRELATION COEFFICIENT, R'. The
& 9%b & 886 336 et LLL N -Square_of-the-multiple- lation- et 8-l it o faia R - -
= 334 30" 1036 1097 “oal 26.11) ‘ fp e-correlation cpemclenl .R' Is defined as ‘(see Eq |
25 286 2 108 1152 -0.44 RY = Sum of gquares due to regresifon | 5, 1 |
235.60 - E(Y, - P)=0 Total (corrected) sum of squares |
P = 9.424 E(Y, = P) =9.6432 3

R

:: is often Stated as a percentage, 100R?, The larger it is, the better the
ftted equation explains the variation in the data. We can compare the

A graph of the obscrved values of Y and the fitted P's is shown io
Figure 4.6. The graph indicates that the fitted model is a good predici~¢
of monthly steam usage. However, has thf/.nQdil"on-pr X 10 ghtd"‘""
been useful? o RN ,V J

(W

s 2O AN

‘"*="-‘~°fvﬁ'n‘-t*each*singefof the regression problem!?

STEP ). Yef(x,). .
Regression equation 1008
P 136215 —00798x, 71.44%
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STEP L Yafle X
Repression cqu;ul.inn ' o 100 R?
P = 91266 ~'0.0724X, 4 0.2029, 84897
Thus, we see a sibstantial increasc in RY, However, this statistic must be

used with caution, since onc can always make R = | ns described on
page 6J. - : :

LN .. "WJ ‘¥ "~m"!1 ’
. . )
'.A-.._" ‘ P

I XAMINING THE RIGRISSTON EQUATION 119 . °

A SN : — ' '. »
' $m | 04177 = 0.60. :
Thuy, the addition of X, has dccreased 5 and lﬂ\pmed the p&d!'bh.bf
o S

estimation. . . . . ' .
" THE STANDARD ERROR OF ESTIMATE 3, AS A PERCENTAGE OF THE MEAN

In addition, given that the number of obscrvations is much greater than -

the number of .potential X variables under consideration, the addition of
_a new variable will always incrcase R® but it will not nccessarily increase
the precision of the estimate of the response, This is because the reduction in
"the residual sum of squares may be less than the original residual mean

e e .

" “square. Since one degree of frecdom is removed from the residual degrees - B

of freedom as well, the resulting mean square may get larger. An cxample
of this can be seen in Appendix B (pp. 387, 395) which we have not yet
discussed. We can make the following comparison: . ' -

At Step2,sasa pércenlige of mean Pis

RESPONSE. -~ Another way of looking at the decrease in ¢ is to_consider - .
itin relation to the response. In‘our example, at Step 1, s as a percentage - -
of mean ¥ is o :

0.89/9.424 = 9.44%, :

0.66/9.424 = 7.00%.

Thus, the addition of X, has reduced the standied ertor of estimate déown -
to about 7% of the mean response. Whether this level of precision is . i: °
satisfactory or not is a matter for the experimenter to decide, on the basis i

» Residual
- Vatiables in ~ Degrees
e Regression . - Sumof of Mean
Page = R'' ‘Model . . Squares - Frecdom Square -
T8 9823 - 12,3 a9 538
395 ©98.24 1.2,3,4° 4186 . 8 598 -

~ We see that éfthough an extra variable has been included in the
regression model, the residual mean square has increased since the extra

variable produced a residual sum of squares reduction of 48.11 — 47.86 =

0.25 < 5.35 for the loss of one degree of freedom. The value of R* hay

. increased slightly, however, : L '

THE STANDARD ERROR OF ESTIMATE, 8. ‘The residual mean square s* s

an cstimate of o3.4, the variance about the regression. Before and after
adding-a-variable to-the-modcl, we-can-check . — _ . :

8 = /residual mean square,

Examination of !ﬁis_ statistic indicates that the smaller it is the better
that is, the more precise will be the predictions. Since s can be made
zero by including enough parameters in the model—just as R can b

~ - —made-unity—this-criterion-must-also be_used cautiously. Provided there

e Tevs =

L) ] . o
are few repeats and many degrees of freedom for error remainich

reduction of s is desirable. In our example at Step 1,
. e
, smJ0%=08% O VGO

i

“TRIBUTION OF X, GIVEN THAT X, IS ALREADY IN'THE EQUATION). This

© parts as follows: . -

of-his-prior-knowlcdge-and-personal-feelingy———

‘THE SEQUENTIAL F-TEST CRITERION (SHOWING THE ADDITIONAL CON- |

method of assessing the value of X, as a variable added to ¥ = f{X) |
consists in breaking down the sum of squares due to regression into two

ANOVA
“Source of Degreesof  Sum of ~ Mean ,
- Variation Frecdom Squares Square - | S
Total (uncorrected) 28 2284.1102 HE
Mean (b)) 1 2220.2944 : ‘
Total (corrccted) 24 638158 ;
_ Regression| b~ 2 54.1871  .0936  61.900%
ducto by | b, | 435924 455924  104.1636
due to b | by, b, 1} 8.5947 85947  19.6361
Residual 22 9.6287 0.4377 ‘

Since 19.5761 exceeds £(1,22, 0.95) = 4.30, the dddition of the variable

F-teat” (see section 2.9). .
Tng PARTIAL F TEST CMTERION (see Section 2.9). Another way of -
I‘u(‘\uns the value of X, is to consider the order of the two variables in

s

o"g_has_bcc.n.ﬁwe.-ahwhi!er?hisfr-aesalis—‘.:saa!!y~cal!c&\:he-"sequam.’a!‘~ -
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the least squ.m:* [mmlurc For example, the following quullons could be

asked:

1. 17 we had put ,\’. into lhc cqu.mnn first what would its conlnhulmn
have been?

2. Given that Xg§ was uscd first, what conmbulion docs X, make when
addcd to regression?

These questions are answered by performing the calculations shown above,

vome .o’--" IO K AN IR GO AR .'”lo"'\i'-;ﬁg.t., d',’“'i" ’ii |-

o qab, - . wmBaras S Y JRrIH N

ST VWV vt

l

l\(\\“\l'.(. ™I m('s'lll%fuﬂ LQUATloN m

Thus the s.e. of b, is av'e,,. 1t ex: imple; bﬁﬁg fifures from pages 106
a2d 120 the estimated standard crror of b, ls obmmgc: as follow':"“

est. var by = sleyy

= (043T)0.146207 % 16
= 0639948 x 10-4,

~ but in reverse order. The resulls are as follows:

...us—est~s by =—~/vnr by-m=-4/0: 639948 x—‘n 3

. However, X, is dﬂl the more Impoftant variable in both cases, sincc its

_ contribution in reducing the residual sum of squares is the larger, regardlcss

of the order of inttoducuon ol' the variables.

Standard Error of b,

Using the resull given in Section 26 the varlance-covariance matrix

of bis (X' X)et.
__Thus, variance of b, = V(b,) = c,.a' where ¢,, is the diagonal element

~in (X'X)"! corresponding to the ith variable.

The covariance of b,, b, = ¢,0% where ¢, is the off-diagonal clemet
fn (N'X)! comspondmg to the intersection of the ith row and j9
column, of /" Tow and i column, since (X'X)-! is s§mmejpie; ()

i

'gfll:\ea's‘. tt,l;e 1 — a confidence llmlts on the true méh value of Y at x. m
?:!: n=p=1),1~ M h/xc'

" For eumple, the variance of ? for the point I the X space (X, = 32.

X = 22) is obtained as follows:
var(P) m s3(X,'CX,) .

()
3

= (0.4377)(1; 32, 3}
r 2.778747 =0.011242

-—6.106693 1N

{ !
i '\

)y Conﬁdence Limits for the True Meaﬂ Valueof ¥, it
 anova i Given a Specific Set of X'¢ &L (; i

Source of Degreesof  Sumof Mean ] The preducted value: P um by + 5, X, 4+ 4 8,X; | 1
4 , ' . » 18 an estimate bf B

e Freedom . . Squares . Square - F | L B =By B Xt B, C'

Total (uncorrected) . 25 22841102 Thevarince of P, Vibe + biXy + -+ + b, X;) is 1
Mean(y) - 22202944 Viba) + X,*V(b, )+ X, SVb,) + 2X, covar (b b) + ¢+ bt

Total (correcied) 24 638158 ' . 1y 5 ;

_ Regression| by . r 38 54.1871 270936 - 61.3999 +2X,..1X, covar (b, .’ by
due 10 by} by— 1) 183424 183424 41.9063 This expression can be written very conveniently it matrix notation as i
due 10 by | ber b 1) 358447 358447  81.893) follows; where C= (X'X)™; .

Residual - , n 9.6287 '0.4377 (P) = o'(XCXy) - - \ o

. 9 c' c.‘ . .3 c.'-"ﬂ P l —

Note, that the eontribution of X, above ls more {important thnn is its € Cn 't 6y x,

. contribution after X, has been introduced. Note also that this is reflected . o . . . . i

in lhe obsemd value of F for X, in the two steps; that i |s. - ? [l X o0 X)) o X

CStepl . 1041636, : L :
 Step2 - 81.8933. L 7 T o

0.175467 x 10-* || 32

T x L-o.ouzaz 0.146207 x 10-?
0.478599 x 10~* || 22

~0.106098 0.175467 x 10-?
* = (0.4)77)0.104140) = 0.045582.
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The 953, confidence Ilmlls on lhe truc mean value of Y at Ngm 3,
Xy = 22 are given by ‘

P+ 1(22, 0975) Y] X. CY, = ]1.2736 4 (2. 074)(0 2l3499)
= 11,2736 + 0.4418
-« 10.8318, 11.7154

ejC

+05

R X R ‘. redpe o o...J" B! 180 ‘\"\"‘ "-'-“'. Jd%‘}xf“--u»- S ) . ’--Jﬁl kb g~ e s ..'WI ﬁﬁu ey LJ

ok

These limits arc IMerprcted as follows. Suppose repeated samplcs of Y's
are taken of the same size cach time and at the same fixed valucs of

. (Xy X,) as were used to determine the fitted equation obtained above,

_ Then of all the 95% confidcnce intetvals constructed for the mean value
- of ¥ for X, =32, Xy =22, 95% of these intervals will contain the true .

mean value.of ¥ at X, = 32, X, = 22. From a practical point of view
we can say that thereis a 0.95 probability that the statement, the true mean

" wvalueof Yat X. =32, Xo = 22lies between 10.8318and 11 7154 is.correct.

Conﬁdence lem for the Méan of g, Observaﬁom Given
. @ Specific Set oj X’s '

© =15

-05

- =10

-~ — this. Flcl

These limits are u'culn!ed from

P& 0w, 1 — ja) :Jl/g + x.'cx,

. For eumple. the 95%, confidence limits for an individual observnnon for
lhe pOin‘ (X. - 32. x. = 22) are X ’ . .

?11(22.0975) :Jl +x.cx.
= 11.2736 & (2.074)0. 66!589m
= 11,2736 4 (2.074)(0. 661589)(1.050781)
= 112736 & 1.4418 -
" 9.8318, 12.7154

Examlnlng the Reslduals

The residuals shan in Table 4.3, page 116, could be examined to see
if they provide any indication that the model is inadequate, We leave this
as an exercise except for the following comments:

1. Residual versus £ (Figure 4.7). No unusual behavior is indicated by

U418

| S RO | NS |

.1 5_, 9

S0 v
' Flguu” Raldual versus Y.

12

i3

410}

+05—

J 1 T T

~0s5}~
-10}-

=15

2. Residual versus Y (Figure 4.8), There is some evidence that the larger
observed values were underpredicted by the model; that is, six out of
seven largest, values of Y have positive resfdwals. [This meaps [ha'nh‘
model shoul&d be amended to provide beucr predncnon at hnghc/ slcas

= 0. oy g wmrer

Figure 48 Residual versus v, ]
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fevels. Although we do not follow up this point here, additional effcn
would normally be made’to lind onc or more independent variables
which might be added to the model.

3. The runs test indicates no evidence of time dependent nonrandomness,

1

e

s oien aand

_ U S L IB
oz 1a%'e Nliva 2ives twelve sty of G'NI\JIIM'M ".m "a,hudik"‘: y‘, 2. .

bisd tre regrevuon plane of . on ¥ and /Z - that is, the lincar comibination

of ¥ and Z that best predicts the salue of X when onl
. By constructing an analysis of variance table for }
- whether it is advantageous 1o include both ¥ and Z in the prediction formula,

Y and Z dre

| given.
s Of othérwise, test |

8. \Vhat are your conclusions?
{

:é;
EXERCISES . 1 152 8. m
e ‘ ~ 41 7 199 '
- A. Multiple Regression Problem c M6 m )
A | Data. © 148 94" - 93
X X X Y 1.24 B e -
‘ ‘ , L2 ST qe6
1 Rl 8 6 : 18 e g
- 42 -8-. SRR | S Y R I I
1 » 9 -8 1 R k12 79 128
1 1l _ -10 0 136 92 % i“q .....
1 3 -6 3 k40 - 92 99
! 8 ~6 3 10y L s 1 .
T S . (Combdge Dptowa, Ty
, 1 L -2 =) C. The data below are selected ffom a much'jarger: body of data réferting to i
o 1 6 -4 s ~ candidates for the General Certificate of Edrd‘:ﬂon zvho were being co:: L L
 Reguirements ' D : sn;if(r)cot(l) f?r t.h spécglanard.iHem Y @enotes the candidate’s total mark, out { -
s v o , . - ol 1000, in the G.C.E. examination. Of this mark the subject X
1. Using teast squares procedures, estimate the s in the model ~ candidate account for 8 maximum of 800 the remcing ej::c w‘l :;I:ctme:l?g‘ ‘t’h'; "m .
o C Y =Xy 4+ 0 Xy fﬁ,X, +e . of 290."is lh_c mark in the compulso papers—"General’’ and “Use of . "f;-ﬁ -
. (Mint: Use the normal equations for ease of computation.) ~ English"—this mark is shown as X,. X, denotes the candidate’s mark, out [
2. Write out the Analysis of Variance table. = S ~ of 100, in the compulsory School Certificate English Language. paper taken | -
© 3. Using « = 0.03, test to determine if the overall regression i3 statistically on a previous occasion. © , T . o
~ significant, : . ' Compute the multiple regtession of Yon X, and iy, gtid make the nictibiidy -
4. Calculate the square of the multiple correlation coefficient, namely R, tests to enable you to-comment intelligently on the extent to which current
What portion of the total variation is explained by the two variables? performance _in the comEulsory pers may be used to predict aggr&fl(e | O
$. The inverse of the X'X matrix for this problem is as follows: performance in the G.C.E, examination, and ont whether previous perform-
, S ance in School Certificate English - Language has any predictive value
4.3705- ~0.8493 -0.4086 independently of what has already emerged from the current performance in
. | ~0.4495_ _0.1690_ 00822 _ thecompulsory papers. " " TR
4+ L-o04086 0082 00422 Condidate ¥ X X Candidsth ¥ x, %
Using the fésults of the Analysis of Variance table with this matrix, ] 476 Ul 68 9 s 117 89
calculate the following: : ‘ 2 457 92 46 10 - 33 9% 9
a. Variance of b,. 3 540 9 S0 11 634 130 §7
b. Variance of b,. - 4 ss1 107 89 2 67 s s
S . __c. Thevarianteof the predicted valueof ¥ forthepoint X, =3, Yo =3 1 8 5315 es so | 13 390 oF —ga— - - -
6. How usclul is the regression using X, alone? What does X, contribute. 6 698 150 66 14 .17 118 61
given that X is alrcady in the regression? . 7 548 s 54 15 360 109 (Y3
7. Ylow uscful is the regression using X, alone? What does X, contribute. ! 8 374 o si
i g i Jdy in th ion,? - . . —
given that X, is alrcady in the "B"”.“’g Gle 180 (Cambridge Diploma, 1933)
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. MtuLtuiing pravedures Uine of the mapr sarudMes of the study e thst of “pasidae

therapeunns atttatien.® The Raww Jatain Table 2 vunant of the raw scares for this nveasere
aceording 1o each of the four espenimental conditiony, Apply rmcedure (6), with 1he
correction for ties given by (7).

2. Show dircctly, or iltusicate by mearis of an enmple. lhal |he maximum value of /7 is

. H,m - N? -2,_. n,’)l(.V(.V +4). Fcr what nnk conn;urauons is this maximum

achicved?

ORVINID Aun“vm& “iﬂ I!i‘{_-'- !

i

Tiew. Replace Lia, b) by 4°02.8) w § |f¢lé Miifowb O Od‘ehlse. S
s that for cach betacen samplc vomparison whett there is a tie, the conteibue )
-tion in the Mann-Whitacy count willbe J. - gii

Example 2. Mundal (1969) described a mdy dwgned lo assesy the -
_ purcly motivationzal cffects of knowledge of performance in 8 repetitive
industrial task, The task was t0 grind a metallié picce to a specified size and

form

2. A DISTRIDUTION-TREE TEST YOR ORDERED ALTERNATIVES

(JO\CI\I"‘ ERE, TERDPSTRA)

Proeedure. To t&l H. 2 against nllemnum (sce Commcnt 9) of the -

B AL L @ |
'wbete at least one of the inequalitics s strict,

l Compule %(k = 1)/2 Mann-Whitney counts U,,, v < v. where

- and subjects in group C were given accurate Information about their outpbt

ﬁ
~ knowledge of performance. _ ‘ ‘ _ ‘L’

—shape._Lighteen_male_workers were divided. fandomly in:e three groups,
“The subjects in the control gedup A reccivéd ho information about thelf:
‘output, subjets in group B were: given 2 rough estimate of theit outputl; -

“and could check it further by referring to a figuré that was placed before the, -

__The basic data in Table 3 consist of the numbm of picces proccssed by eacto &

subject in the cxpcnmcn(al period.
We apply Jonckhcere's test with the nohbﬁ that a deviation from He 18
likely to te in the direction of increased output with mcreascd degree ef

From (9) we obtain A

Uso = z‘z i Xed o
. ™) P
‘and 4(¢. b)w1ifd &b, 0 btheewise, m: Is. u., Is the number ofsample u
before sample o pteetdenccs N , o
.2 Let . et 8 S
: J-zveo-zl Z' C (10)
.<y . weloew}

be the sum of d-ese k(k - )2 Mann-Whilney counls
3. At the a.level of sngniﬂ;ancc,

Cteject My T T2 j(a.fc (n..--- M)
sccept My, il T <J(@, by (Myereom))

where the .conmm Jn k, (n.. ... n)), which satisfics the equation
PUT 2 ja ke (g eee ym))) = @, is oblalned from Tabie AS.

Large Sample Amoxlmmon. st

e I-ED '{(”'l’z" )/}

[\ar. (J)]"' {[N'(ZN +3)- Zn X2n, + J)]/'IZ}‘."

an .

1

tending to mﬁmly] N(0, 1) distribution. The approximatc a-level test is

it J* 220,
if J® <.

, teject
i accept M,

)

. =

. —Un= Uy --303\ Vs -~265 - ' 5{

and l'rom (10) we have’ ' . : e

- J-zz+3os+2ss&19 o S

From Table A.8 we find J(.0231, 3, (6, 6, §)) = 79 and thus using prb- .
ccdure (11) the lowest level at which we can refect Ky (2) is .0231, Now let us

~ apply the large sample approximation and compare it with the exact test.
From (12) we compute : -

- l_ (] B
e 9= hiasy ~ ¢ +c'+e'm - 200,

o o
{[(18)'(39) —~ 3(6)(15))/72)*"* 12 3 k c) ,
. Table 3. Number of picces processed |
~ Control_ GroupD__ . GroupC
{no :nformation) (rough inf ormahon) ~ (accurate information) o
40 (5.9)* 38 (2.9) . 43 (18) ‘ . ’::
BM . e - 40 (3.5 oo
38 (2.9) 47 (17) 45 (13) .
43 (10.5) 44 (13) 43 (10.9) B
_44()) - 4009 46 (16) : i
41 (5) D) auy T - -

. Source. P, S. Hundal (1969).
* Although we do not need to perform the joint ranking to compute
Jonckhccre s statistic, we give these ranks here for later use ia Section 3D,



- ll\ﬂ'ibéunb sf-the-treatmentsiFor emu—ipu., consider-rank- Sonaig

: i::f . .
12 o NewaY bavoet

llence, u\ing the appeadimane 'pr-\é\lme (10, the lowest level at which we
reject M, is 0217, T hus, fue the Lk vonsidered by Humdal, both the evact.
test and 1k large sample approsimation indicate strong evidénee of inceeased
output with increase in degree of hnos ledge of pulurm.m-.c

Comments

9. In addition to dcgrées of kno“lcdge of pcrrnrm-mcc. other examples

.ol ordered_treatments are quality. of materials, amount of practice, Intensity -

ORIRID ALIIRNATIN IS ﬁ‘\si
Note that (a) and ta®) may be siewed a o sime exvept that ek hate

|
1K
~interchanged the roles of treatnrents. 1 and 11, The / value for (o) is teadily e‘

“found 1o be J = 12, whereas for (0°) we have J = 8, [The statistie (47
takes on the same \.sluc.4 57, for (¢} and (u*).) Without rescrting to compleie’
enumeration, we can check a value in Table A.8 as follows. Configuration M
will yicld the largest possible value of J, namely, J w 12, and no other cofié:’
ﬁgurallon will yicld a value that large. Thus Py(7 D 12} w Py(] = 12) i

of a.stimulus, and tempetature. Jonckheere's test should be preferred to the -

Krushal-Wallis te8t (Section 1) when the treaiments are ordered and the
experimenter expects a deviation from /My to be in o particular direction.
(If the direction expeeted Is not the natural ordering v, S 7y < *+* < 7, of

- I, simply relabel the treatments so that the postulated order agrees with the i
" patural order used here.) Note that the Kruskal-Wallis statistic does not
Liilize the partial prior Information in & postulated alternative ordering, .

The statistic 7/ (4) takes on the same value for. all possible (k!) labelings of
the treatments.

-10. Consider J (10) a#fd note that the term 32, U,, takes the postulated -

ordcnng into_account. _Consider, for simplicity, the casc k = 3. Then-

v = 0111, whicli agrees with e appropriaté €ntey in Table .8, R dai
" 12: Table A.3 gives critical valucs for n, § #y € n, situations. MM i
critical points for (ny, ny, 1) configuriitions not in this order can be odtainkd

by simply putting the three snmple sizes in mcreasmg order and then emerﬂ\g

Table A.8. (This is a conscquence of certain symmetry properties of th 4

“distribution of J.) Thus, for example,- to ‘find-critical values for-the case ‘i;“
nm4, nym6,ny =2, enter Table A8atn, m2, 0 md nye6. '!i-; it

13. For k = 2, the proccdure defined by (11) teduces to the one.si

~ Mann-Whitney-Wilcoxon test (occuon “.1).

.
-

Properucs . ,l

._..-' U., L] U" + U“ 4’ U”. and if f|.< Ty [ 4 T3 U" would ‘cnd to be

© larger than mnyJ2 (its null expectation); U, would tend to be larger than
" mnyf2; Uyy would tend to be larger than ny/2 and, conscquently, J =

Un+ Un+ Uy would tend to be Iargcr than its null  expectation

(myny + nyitg + nng)f2 m {IN? = (n,* 4 0 + n,'))ld) Thl! scrves as p.mml f
"~ - motivation for the J test, -

1. A liutle thought will cotMnce the rendcr that J can be computed from

the joint ranking of all N = J)., n, obscrvations. That is, nlllmugh we do

not need to perform lhnsjolm ranking in order to computeJ, given the ranking . '

we can, without knowledge of the actual X, valucs, retricve the value of J,
" Thus one way to abtain the null distribution of J is to follow the method of
Comment 5; namely, use the fact that under //y (2) all NY(TT}a1 n,1) rank
assignments are equally likely, and compute the associaicd value of J for
each-possible-ranking:-Consider-how-this-would- work-in-the-small-sample-
size case of k = 3, n, w n; = my = 2, which was used in Comment 5. We
can easily calculate the value of J for cach of the 15 rank configurations dis-
played in Comment 3. Howcver, we cannot climinate the calculations corre-
sponcing to the other 75 rank conﬁgurauons (as we were able to do in the
case of the. krusk 1-Wallis /{ statistic), since J does depend on the p:\mcular

(c) and (a°): (@ 111U (a%) 110108

. 13 S 3135
| 2 46 4 26,

i

I Wus.slency “The condition n,IN lends\o 1,.0 <4, < j e Y —‘.1 -

‘Is suflicicnt to insure that the test defined by (11) is consistent against the 14

H, (8) altcrnatncs For a more gcncral consnslency statcment, sce Terpstﬁ e

(1952). , o Lo
2, Emclcncy See Purl (1965) and Secnon s. L 5

REFERENCES, The lest based on the I statisilé ﬁs proposed by Terps& :
(1952) and independently by Jonckheere (1954a). The fiest generalization of . i

_the \dnnn-\thney-Wnlcoxon two-sample test; with ordered’ alternatives in it
~mind, was given by Whitney (1951). \Whitney treated the case k- 3, ahd :-: ‘
- his procedures are not equivalent to the J test When the latter is specialized”

to k = 3. Chacko (1963) proposcd a rank analog of 8 normal theory ordere
alternatives test developed by Bartholomew (1959a, 1959b, 1961a, 1961b).
Puri (1965) gencralized Jonckhccre s test to a class of tests including 4 so:mal

“"scores analogof the 7 test.” Furiher generalizations were given by Tryo™

and Hettmanspergcr (1971). For a different approach to the utilization of
partial prior information, see Abelson and Tukey (1963).

PROBLEMS

. Apply Jonckheere's test to the data of Tatle 2 using the postulated ordering vy &

!
. '. < s < L 1

4. The statistic J can be computed cither from (o) the Joint ranking of all ¥ e T2, 4

. obrervations or from (8) k(k = 1)72* two-sample™ rankings. E:phm. ' t:'
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" :ovnlcnt Taamuatiums. _ - Tug increasing specialisation in biclogical . ingiflry

Prowd - Grmen : has made it impossible for any one author. to deal

'vv-i;t'\"ﬂm;-in-'drfm;o'i'"'!m"“"’"";"—*————ndequateiy with current advances in knowledge. . It
T .

tod Bevlevard St Germain -, N.“':';h ‘;:"'h ol has become a matter of considerable difficulty fob a

Parts b, France . Sponish research student to gain & correct idea of the

"“""‘:;v he Aguilar state of knowledge of a subject in which he himself is

Biwvke Toriners . S.A. de Edictedes ~interested. To meet this situation the text-book Is

Corse Raflacile o8~ Jusn Bravo ‘ "~ being supplemented by the monograph,
BRI © .. 777 Theaim of the present series is to provide ducthéit:

Torlan, laly . P lhd.vifl, Sp._h

Mesmrs Sobenthe . o © " .tative accounts of what has been done in some of the
EaMiru oy el . diverse branches of biological investigation, and -a

- 6o Deor Poldivations. N.Y. expected 1958
' oF TNE SANE AVTHOR

*ﬂl GENETICAL THEORY OF NATURAL
© SELECTION, 1930, Oxford Univ. Prew

the same time to give to those who have contributed
notably to the development of a particular field of-
inquiry an opportunity of presenting the results of

their mnhmwgtmd‘thmghout;lhe«-sdemiﬁc—'w—~.—“ 13

= HE-DESIGN-OF-EXPERIMENTS, 93,

1937, 1945, 1947, 1945, 1951, Oliver and
Boyd Lad. R

" SYATISTICAL TABLES (With Frank Yaies).
“reyl, 1943, 1948, 1953, 1937, Oliver end
Boyd Lud. :

ﬁll THEORY OF INBREEDING, 1949,

Ofiver and Royd 1.0d, '
CONTRIBUTIONS TO MATHEMATICAL

journals, in a more extended form, showing. their
relation to what has already been done and ‘to
problems that remain to be solved. =~ .

The present generation is witnessing “ & retursi o
the practice of older days when animal physiology
was not yet. divorced from morphology.” = Com.
spicuous progress is now being seen in the feld of

'sn‘:lf:g'i 14, John Wiley end Soma - . general physiology, of experimental biology, and in -

‘ DS AND SCIEN. the application ‘of biological principles to economie
#At’l'rslft:'cfn"r:':::'c'g. 1956, Ofiver and ' problems. - Often the analysis of large masses of -

Peydlad - : . : i data by statistical methods is necessary, and the
corriont © 1958 R. A. Frnca - biological worker is continually encountering advanced -

| SwrTen sun bvsimwes m aevyr seira ov _ statistical problems the adequate solutions of which

aze
d
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o " BTATISTICAL METHODS  [§ 1108

approximaté bne, though validly applicable in an

immense range of important cases. For other cases .

where the observations aré mcasurements, instead of
frequencies, it provides exact tests. of significance.
Of these the two most important are :— .

() its we to test whether a umple from a
normal distribution confirms or contra-
dicts the variance which this distribution

§20e1) GOODNESS OF FIT, ETC.
TADLE

| B

M S(a=tp . . 10158
[LESTEY ) o%-70
Espectation (') 999

It will be'seen that the trve formula for the vartiihes

q
L3
(U
&
i

is eapected on  theoretical grounds to
~ have, and ’
‘(i) its #se in combining the indications drawn
- " from a number of independent tests of
si[mﬁcance.

Ex. t4. ;Agreement with c:palalml o/ mormal
. variance~ 2,, x,, . . ., are a sample of a normal
- populluon. the lundlﬂl deviation of which populatnon

is ¢, then

;| 5('—1)'

"'““*““’—"h dhtrﬂnmj Ih random nmP'“ as is y', taking

one less than the number in thesample. J.W. Bispham
gives three seties of experimental values of the partial

: _tonelauon coefficient, each based on thirty observa.:

tions of the values of three variates, which he assumes
should be distributed so that 1/o*=129, but which
properly should have 1jed=28. The values of S(x—£)*

for the thres samples of 1000, 300, 100 mpecuvely

are, as judged from the grouped data,
' 980279, 7°4573, 36146,

whence the values of x? on the two theories are those
given in Table 21.

gives_slightly_the-better-agreement.—That-the-differ~
ence is not significant may be seen from the last twd -
columns, . About 6000 observations would be needed -
to discriminate experimentally, with lny cemmty,
be(ween the two formulz, _— .

- [ L The Cu:blnmet ot Problblllun froa
' Tests of Significance ,
When a number of quite mdcpendem ld‘ of
significance have been made, it sometimes ha
that although few or none can be claimed individually
as significant, yet the aggregate gives an impression
that the probabilities are on the whole lower than

would often have been obtained by chance. It is
sometimes ' desired, taking sccount only of these
probabilities, and not of the detiled composition of
the data from which they are derived, which may be
of very different kinds, to obtain & single test of the
significance of the aggregate, based on the product -

of the probabilities individually observed.

The circumstance that the sum of a numbef of
values of x? is itsell distributed in the x* distribution
with the appropriate number of degrees of freedom,
may be made the basis of such a test. For in the
particular case when n = 3, the natural logarithm of
the probability is equal to —{x*. If thérefore we take -
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the natural logarithm of a probability, change its sign
and double it, we have the equivalent value of x* for
3 degrees of freedom. Any number of such values
may be added together, to give a composite test,
using the Table of x® to examine the significance of
the result, : .
- Ex. 14°1, Significance of the product of {nnthr of
independent_probdadilities.—Three tests of significance
have yielded the probabilities *145, :263, 087 test

whether the aggregate of these three tests should be
- regarded as significant. We have :

: of
r ~log.? ik
*148 rog10 -

Tsby o --tgssb
‘087 - 94419

§ 7088
x" = 11rq170

"br 6 degrees of freedom we have found a value

: o 11°419 for x*. The's per cent, value is 12:592 .while
——"the-10-per-centvalue-is-10:645.__The_probability of

the aggregate of the three tests occurring by chance

" therefore exceeds -03, and is not far from -075.

In applying this method it will be noticed that we

' - séquire to know from the individual tests not only
- whether they are or are not individually significant,
. but also, to two or three figure accuracy, what are the.

‘actual probabilities indicated. [For this purpose it is

- convenient and sufficiently accurate for most purposes
* to interpolate in the table given (Table 111), using the

‘logarithms of the values of P shown. Either natural
:":ommpn fogarithms may equally be erqp!pyed. We
may exemplify the process by applying it to find the
probability of x* exceeding 11-417, when n = 6.

§ 1] GOODNESS OF FIT, ETCy

Our value of x* exceeds the 1o pet &, Pe
*722, while the § per cent, point exceedd the 10 per
cent. point by 1°947 ; the fraction e
am .
. _ r;‘;- $or. G
The difference between thé tommon fogliritlim of ¢
and of 10 is 3010, which multiplicd by *399 gives ‘119 ;
the negative logarithm of the required probability is
thus found to be 1°119; and the probability-to-be-+076;
For comparison, the value calculated by ekt methods
is 07631, - . ' :

‘ : W

2. Partitien of 3! lits its c’umvlﬁ"m;g _
Just as values of x* may be aggregated togéther to
possible to separate the contributions to_x* made by

the individual degrees of freedom, and ® to test the
separate components of a discrepancy.

Ex. 15. Partition of observed JmM ]ro;n x

. Mendelian expectation—The table onp. 103 (de

from a back-cross with the triple recessives L
- The theoretical expectation is that the eight efasses

 should appear in equal numbers, corresponding to the
hypothesis that in each factor the allelomorphs occur -

‘with equal frequency, and that the thre¢ factors are
unlinked. This expectation is fairly realised in the

totals of. the sixteen families, but the individual

families ‘are somewhat irregular. The values of 5

abtained by comparing each family with expectation

are given in the lowest line. . These values each
correspond to 7 degrees of freedom, and it appears that

" in 6 cases out of 16, P is. lesy than 1, and of these

_. Winton and Bateson's dats) gives the distribution of

sixteen I’a—"miliil_ufl’i'iiﬁiliii\'lh‘é‘eiih-t'élil’m‘oliuiiil_?d*’~

~“make a nore comprehensive test; so in soifse-cases-itis- - -
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s turing prvetutes g of the major '-":Mﬂ of the sty was ";*' ;;' Prsta. i Replace L byt 200 By 1 .rﬁ}'ﬂ {itam b O othernbe, -}

e ¢ 3003 tron > The Nas data n TaMe 2ovmast of the raw scores for thiv e aswre . . . !
.\.’tot':::: to u:h“of the lfovr evperimental condmum Apply procedure (6), with the s thatfor each “"\‘\‘"" "“"l‘l" e '“ﬁ‘"‘“" where there is 3 tic, the ‘°'“"b“ il
correction for tirs given by (7). : 1ion e the Mann-Whitney count will be |. i

2. Show dircetly, o llustiste by means of an mmple that the maximum value ot tis. . Example 2. Hundal (1969) described & &U‘y desogned to 5“6! the ’;

* Hipya = (V3 = Y24 02}{N(N + 1)). For what rank configurations is’ this maximum ! puccly motivational effects of knowledge of performance in & repetitive [
achicved?__ _ , L : industrial task, The task was 0 grind a metallle piece to a specified size and =< i*
shalpc*nghlcen male-workers-were-divided, tundomly_inte_three_groups. . ,5,3_

. 2. A DIST RIBU'"ON-"EE ‘I‘I-S'l' FOR ORDERED ALTERNATIVES . “The subjects in the control group A reccivéd 16 information ebout their | Hi
: |

. (JONCKHEERE, TERPSTRA) output, subjects in group B were given a rough estimate of their output, }!

t 9 f “‘ : | _ - and subjects in group C were given accurate infotimation about their output ‘; '
S Procedure. T° lﬂt ”o @) '3“'““ '“m‘i"’ (sce Commcn ) of the i . andcould checkit further by referring 1o a figure that was placed before them. i!
om o y ' S . s cos S B | - " - The basic data in Table 3 consist of the numbers.of pieces processed hyeo -
: : L 15 "o S ' subject in the experimental period. )
. where at least one of tfi¢ inequalities Is mkt. : - : R We apply Jonckhcere's test with the nothn tﬂt a deviation from lf. is z
1. Compute k(k -2 Mlnn-WMlney counts U.,, u < v, where v+ likely to be in the direction of increased oulput with mcreased degree of
: - . knowledge of performance. - . « ’
: U~-~Z——Z¢(Xm X..,, . 9) _ - ) From (9) we obtain o h
- =t ' ' | T Upm22y u,,- 3038, *“t},-zss
and &(a, b) -] Ifa < 5 b otherwise. 11\!! ls. U., Is the number of sample u i : _ \ SE
before sample v- pmeedenees. T |  and from (10) we have ‘ : ‘
2l | o : - ' J-zz+aos+26§..‘h ol
| ' -’ 2‘ Ve -2 ) Ve R an - ~ From Table A8 we find /(.0231, 3, (6, 6, 8)) # 79 and thus using ﬁt‘o- !
L e e | ~ cedure (11) the lowest level at which we can refect My (2) is .0231. Now letus :f;
"‘ the sum °r these ’l(ﬁ = 1)/2 Mann-Whitney counts. . . apply the large sample approximation and compare it with the exact test. 1.
- 3. At the a level of significance, : - From (12) we compute” o :
A T T o =IO =6+ 6 0] zoz i
socept Hy - if T <tk (s oD, i {18)'39) = X6 1S)T2P» u 37 Ly
where the constant A&, k, (My,....#)), which satisfies the equation . _ , 11
J X35 O N (P {‘n,))) - ::, is o'bmned  from Table A.8. ; . ~ Table 3. Number of plects processed |
: Control- - GroupB-— - . .. Gro c !
Large Sample Appmlmlllon. Set y ' (no :nz:"n:‘:llon). (rough s':rl':mnon) '1' Mnme' l:r}::mllon)
- {(N' Z":') / } 40 (5.9)° N 18029 oo 43 (18)
J' - ; - :,';]n ':' e (12) _ ;: g)” . :(7: 8.75)) 4 :: ::’5’)’ :
[ . 2. 5
- ”-N'(ZN +3)- Z"' (2, + 3)1/72] o 43 (10.5) 4 (13) 43 (10.9)
When H, is ttue, the statistic J® has an asymptotic [min (n.. . ,n,) T ‘:‘l”::”"_ A :g':;i”-‘—“‘—f—— 34:—:»:13_‘
tending to infinity] N(0, 1) distribution. The approximate a-level test is :

. - Source. P. S. Hundal (1969).
\\ : reject H, rJe2 "'“ q l 7 V Q(Q | ) O:NA'llhough we do not need to perform the joint ranking te  mpute !

i accept Hy it J* <z, , Jonckheere's statistic, we give these ranks here for fater use in Sec. . 3B. |
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Tleme, using the approsimate pn\t\hu‘ n, |h\ lwest fevel at \\lmh we
reject /H, is 0207 Thas, fue the task qonsidered by Humdal, both the evact
test and the Lirge sample approsimation indicate strong evidence of increased
output with increase in de, grcc of lmu ledge of pcn‘urm.umc

Comments - :
T 9. In addition to ¢ degn:ﬂ of &mmlufgc of- pcrrurm.mcc.mo!bcr cmmplcs
of ordered treatiments are quality of malcrials, amount of practice, intensity
of a stimulus, and temperature. Jonckheere's test should be preferred to the
Kruskal-Wallis test (Section 1) when the treatments are ordered and the

- experimenter cxpects a deviation from /g to be in a particular dircction.

(If the dircction expected-is-not the natural ordering £y S vy S o2 S ol -
H,, simply relabel the trentments so thal the postulated order agrces with the
natural order used here)) Note that the Kruskal-Wallis statistic does not’
utilize the partial priot information in @ postulated alternative ordcring.

_ The statistic /7 (4) takes on the same vnlne fot all possuble (k!) labelings of

1
!
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" the treatments.

10. Consider (iO)‘i'n"d fiote that-thé term I:;TU—“(nkcs the- poswla!edW~_

'ordcrmg into accounl. Consider, for simplicily, the casc k = 3. Then

rco Uy 2 Upg 4 Uy o Ugs, and if 9y K 7y < 75, Uy would tend to be

~ Jarger than m,nyf2 (its null cxpecmion), U,5 would tend to be larger lhan

mynyf2; Uypy would tend to be larger than ngy/2 and, consequently, J = .
Uy + Uy + Uy would tend to be larger than its null expeclation
(mng + nyny 4 ngny)[2 == ([N® — (n,‘ +ndt 4 n,‘)]ld} This serves as partial
motivation for the J test,

11." A little thought will convince |he teader that J can be compu(ed from
the joint ranking of all N = J7., n, obscrvations. That is, nl(hough we do
not necd to perform this joint ranking in order to compulcl given the ranking
we can, without knowledge of the actual X,, valucs, retricve the valuc of J.
Thus one way to obtain the null distribution of J is to follow the method of
Comment_S;_namely, use the_fact_that under //, (2) all N!I(I'] J=1 1Y) rank
assignments are equally likely, and compute the associnted value of J for
each possible ranking. Consider how this would work in the small sample
size case of k == 3, 1, w= 1y == 11y == 2, which was uscd in Comment 5. We

can eastly calculate the value of J for each of the 15 rank configurations dis-

B R PPN WOURSTWTY S8 AT s PO TP o8t P T T S T
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played in Comment S. However, we cannot climinate the calculations cotre-

- sponding to_the other 75_rank configurations (as we were able to do in the

case of the Kruskal-Wallis # statistic), since J docs depend on the e particular — ©
numbering of the treatments. For example, consider rank conﬁgurauons
(o> ~nd (a‘) (o)1 “ u o (e@*) 11t ]

BERE YT 5HCLZ S
2'4 6 4 2 6. .

——

distribution of J.) Thus, for example, to find critical values fot the case '
-“|=4 "|=6 ",-2 CnlchnbleA8aln.-2 n.-‘ n,-‘o | ‘{2

- Mann-Whnmcy-Wnlcoxon test (Section 4. l)
~—Properties— ' ﬁ AL

- e wy
|

’
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Note thai fa) and (a®) nay Le viewed dy the e cuefd “\:‘ we Hﬂ g ‘!

interchanped the rofes of treatments 1 and HThE J vatue fof:(a) is reud
fodnd to be J = 12, whereas for (a°) we hive J & B, [The statistle /41d)

tukes an the same value, 4.57, for (a) and (¢®).) Without resorting 1o comete _'W,
enumeration, we can check a value in Table A8 as follows. Configutation (a) : 3 3)
will yicld the largest possible value of J, nately,J m 12, and o other 80h- | b
ﬁguraluon will “yicld a value that large, This—Pad->12)-m-P,{)- --II) -l
v'e ™= 0111, which agrees with the appropriate entry in Table A8, - }

i

12. Table A.8 gives critical values for i, € 1y € n, cituations. ﬁowﬁ‘h
critical points for (n,, ny, n,) configurations not in this order can ] obtl“kd
by simply putting the three sample sizes in increasing order and then enteti 3
Table A8. (This is a consequence of certain- symmetry- properties.of é’;

13. For k = 2, the procedurc defincd by (ll) reduces to the o

1. Consistency: The condition n,IN lends‘b)., 6 €i<l),j- byes Vg k.i '
is suflicient to insure that the test defined by (1) is consistent againdt the ;i
1, (8) altcrnauvcs For a more gcncral conm(ency s(atcment. see Terpstn f;‘f ,
9s2). - _ , S

2. Efficiency: Sce Puri (1963) and Scction 3. - v o

REFERENCES. The test based on the J s:aifme wis proposed b} Terpitrs -+ i
(1952) and independently by Jonckheere (1954a). The first generalization of -
the Mnnn-Whﬂncy-Wnlcoxon two-sample test, with ordcred alternatives in -’
mind, was given by Whitney (195f). Whitriey treated the case k = 3, ony .
his procedures are not equivalent to the J test when the latter i§ fpecion 3 ‘
to k = 3. Chacko (1963) proposcd a rank analog of a normal theory ordered :
alternatives test developed by Bartholomew (1959, 1959b, 1961a, 1961b). - i
‘Puri (1965) genieralized Jonckheere's iest-10-5-class of tests- including 8-normal-/—
scores analog of the J test. Further generalizations were given by Tryon -
and Heumnnsperger (1971). For a difTcrent approach to the utilization of |
partial prior mrormnlon. see Abelson and Tukey (1963). g’
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3. Apply Jonckheere's test to the data of Table 2 using the postulated ondering vy < g
oy < A6 < A {
4. The statistic J can be computed either from (o) the joint ranking

N ZI.'I n
obrervations o from (8) k(k = 1)2 “two-sample™ rankings. Explain.



